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PART |

UNIT |

Grammar. The Verb (basic forms: Indefinite, Continuous, fBetr
Active).

Text A. What is Computing?

Text B. Analogue computers.

Text C. Digital computers.

I. Read the international words and guess their meang:

centre; figure; final, to stop; to cross; real; mae; information;
ordinary; business; complex; modern; automatic;osdr multiplication;
division; arithmetical; mathematic; second; multgption; division;
arithmetical; mathematical; logical;, display; cortgmy operation; physical,
number; analog; hybrid; press; to combine

lI. Read and memorize the following words and worccombinations:

suppose HpEaAnojararb

digit - udpa, Yucio, paspsia, CUMBOI
column -CTOJIOMK, cTONOEL]

compute CUUTAaTh, BBIYUCIIATH

take in -puHUMAaTh (MHPOPMAIIUIO)
data -naHHble, HHHOPMAIHSI

perform -BBITIOJIHATD, IPOU3BOANTH (ICHCTBHE)
reasonable Pa3yMHBIH

produce 1IpOU3BOAUTH, IOPOXKAATh, CHHTE3UPOBATh
sequence HOCJICIOBATEIIBHOCTD, PSIT
receive -OTJIy4aTh

put out -BbI1aBaTh (MHGOPMAIIHUIO)

print - meyaTarth

number qHCII0, HOMED, IHdpa
keyboard KJTaBMIIHBIN MTyJIBT, KJIaBHATYpa
press HaKUMATh

total - CyMMa, UTOT

key - KHOITKA, KJIaBHIIIA, KT
addition -CJI0KCHHE

subtraction BbIYUTAHNE

multiplication - YMHOXCHHE

division - IeJIEHHUE

store -XpaHHTh, 3aTIOMUHATh

hardware anmnapatHoe odecreueHrue DBM



express BBIpAXaTh

relation -OTHOIIICHUE, COOTHOIICHHE, 3aBUCIMOCTb, CBS3b

compare €PaBHUBATh

select -BBIOMpATh

display -IACIUIEH, OKA3bIBATh

numerical ~qUCJIOBOM, YNCIIEHHBIN

measurement H3MEPEHUE, BEIUNCIICHUE

property -CBOMCTBO, 0OCOOCHHOCTh

a set of figures psn mudp, Habop PP

the right-hand column HPaBBIil CTOJIOHNK

to take in (putin) HPUHUMATDH (MH(POPMAITHIO)

a sequence of reasonable operations mocaexoBaTENLHOCTh Pa3yMHBIX
orepanuu

the ordinary business adding machine o0siuHas KaHIEIIpCKast
CYMMUpYIOIIas MallnHa

TEXT A. WHAT ISCOMPUTING?

Suppose you sit down with pencil and paper andreeiur attention on
adding a set of figures. You add first all the tign the right-hand column, then
all the digits in the next column, and so on — luptiu finally arrive at the
answer-When you do this, you are computing.

When you stop at a street corner, looking firsthee left for any coming
car, then to the right, to cross the street or &it wn the sidewafk— you are
computing.

When you are walking along a poorly marked paith the woods,
thinking if you are really on the path or have lwst you are computing.

When you are taking in information or data, perfimgnreasonable
operations (mathematical or logical operations}tu data, and are producing
one or more answers — you are computing.

A machine can also do this. It can take in infoiorabr data, perform a
sequence of reasonable operations on the informatioch it has received, and
put out answers. When it does this, it is computing

A very simple example of a computer is the ordinanginess adding
machine which prints on paper tape the number edterto its keyboard, and
also prints a total when you press the total keycomplex example of a
computer is a modern automatic digital computerctwhin each second can
perform more than 100,000,000,000 additions, satiras, multiplications, or
divisions.

A computing machine can take in and store inforomatbecause the
hardware inside the machine expresses arithmetrchlogical relation, such as
adding or subtracting, comparing or selecting. Anpater can also put out



information, display the answers when it receivMasnt. Hardware is useless
without software which is computer instructions g@mdgrams.

The modern computers are of three kinds calledognatligital, and
hybrid. An analog computer computes by using plajsamalogs of numerical
measurements. A digital computer computers by usieghumbers (digits) and
yeses and noes expressed usually in 1's and @&shybrid computer is a
machine which combines some properties of digitdl @halog computers.

Notes:

L until you finally arrive at the answerze Tex mop, oka BbI HAKOHEI] He
MOJTyYUTE OTBET;

% to cross the street or to wait on the sidewalkre6st nepeiitn ymuiy
HJTH TTOJIOK/1aTh HA TPOTYape;

*a poorly marked path esia 3amerHast TpormHKa;

*if you are really on the path or have lost itzeiicTBuTeHO TH BBI
HAXOJUTECh Ha TPOMMHKE WK 3201y IUJIHCh;

> yeses and noes expressed usually in 1's and @isi-Her, BeIpakeHHbIE
OOBIYHO eUHUIIAMH U HYJISIMH.

EXERCISES

I. Give the Russian equivalents:

to centre attention on; to the right; to the lafset of figures; and so on; a
sequence of reasonable operations; to put out assteetake in information; to
store information; such as; to express mathematral logical relations;
hardware is useless without software; by using jgaysanalogs; numerical
measurements.

lI. Give the English equivalents:

HAJeBO,  HAmpaBo;,  BbAaBaTh  WHGOOpPMAIMIO  WIW  JAHHBIC;
MOCJIeIOBATEIBHOCTh Pa3yMHBIX ONEpaliii; MpaBblid CTOJIOUK; Pl LUPP; U TaKk
Jajnee; cocpe0TayuBaTh BHUMAHME.

[ll. Translate the words of the same root. Define geech parts:

to centre — a centre; to add — addition; to computa computer —
computation; to mark — a mark; to inform — inforioat datum — data (mind! a
date); to perform — performance; reasonable — soreao operate — operation;
business — busy; to subtract — subtraction; to iptult— multiplication; to
divide — division; logic — logical; arithmetic —idmmetical; measurement — to
measure; relation — to relate.



IV. Answer the following questions:

1. How many operations does a modern computer me?f@. What kinds
of operations does an automatic digital computerfopm? 3. What is a
computer? 4. What is a very simple example of amder? 5. Why does a
computer take in and store information or dataAMhat kinds of modern
computers do you know? 7. How does an analog canmampute? 8. How
does a digital computer compute? 9. What is a dybomputer? 10. What is
hardware? 11. What is software?

V. Choose the 8 form of the given verbs:

took, takes, take, taken; thought, think, thinksiva, arrives, arrived; did,
done, do, does; speaks, speak, spoke, spokenssam, see, sees; was, were, is,
am, be, been, are; writes, wrote, written; has,, lm@e; express, expressed,
expresses; receive, received, receives.

VI. Translate the following sentences paying atteiin to the use of
Indefinite, Continuous, Perfect Tenses in the Actie Voice:

My friend studies at the department of ElectricagiBeering. | study at
the same department. We do research. Comrade halsowdoes his research
(mayunoe uccienoanne). We discussed varioupagmuunsiii) problems at the
seminar. They did many operations on the compugil@5. Yesterday we
went to the Institute library. | answered all thaegtions at the exam in
mathematics. We shall solve this algebraic probl€ney will do their work in
time. | shall compare my results with yours. 2. Whgou came he was
calculating geruncisars) his problem. She was discussing some questiotis wi
her instructor. | shall be waiting for you at 6 lock. 3. He has given a short
answer to my question. | have jusbfsko uro) come from St. Petersburg. They
have already gone home. They had written the pnoda the computer by
June.

VIl. Read Text B and translate it without a dictionary. Express its
contents in Ukrainian:

TEXT B. ANALOGUE COMPUTERS

The computer is a universal information processingchine. The
installation of computers in certain organizatidvas already greatly increased
the efficiency of these organizations. Computeesamillion times faster than
humans in performing computing operations.

Analogue and digital computers are now widely useghany fields. The
two types of computers differ in fundamental coricdfhe analogue machine
may be regarded as a model of a physical or matieaharoblem. The values



of the variables are represented in the maching@Hhygical quantity and the
result is obtained by the measurement of anothantgy.

Analogue computers are usually designed for ondicapion, although
some machines can be adapted to a range of problemshanging
interconnections between their various units. Thalague machine, although
limited by the accuracy, can deal with continuoasables’

Analogue computation is applied to solving the vata of a system.
Some kind of analogue computation enables the ergito obtain approximate
solutions to his problems with a speed and ease.

The accuracy of operation of an analogue compsatetich below that of
a digital computer, but there are several compergatvantages.

Apart from cases that include simulation with attc@mponents, any
mechanical, electrical, biological or even econosyistem dynamics, involving
motion or variation in time, may be studied.

Notes:

' a universal information processing machingmseepcanpHas MamuHa
U151 00pabOTKK TaHHBIX;

? can deal with continuous variablesiexer nMeTh 1e110 ¢ HEIPEPHIBHO
M3MEHSIOIIMMUCS BETUYUHAMH.

VIIl. Read Text C and give its contents in short:
TEXT C. DIGITAL COMPUTERS

The digital computer performs three major roles.ofierates as a
calculating machine and finds widespread applicaitoall branches of science
and engineering. It is also used for data procgssncommerce and industry.
The third role is in the monitoring and confraf industrial processes and
communication systems.

The computers are used in chemical plants, povatioss, road traffic
control, etc.

The basic digital computer consists of four maictisas: the store
arithmetic unit, control and input/output devices.

The store contains a numerical quantities and ddtech are to be
processed. It also has a programme or list of ungtms which are to be
performed.

The arithmetic unit normally performs the operatiaf addition,
subtraction, multiplication and division and cemtather special operations.

The input and output devices are to supply inforomaand to obtain it
from the computer. These devices play a signifigamt in making the capacity
of a computer effective.



Notes:

for data processing s 06paGoTKH JAHHBIX;
%in the monitoring and control B-ympasiexny 1 KOHTPOIIE;
® the store -HamsITb.

UNIT 2

Grammar. Indefinite, Continuous, Perfect Passive. Modal Bgeand
Their Equivalents.

Text A. What isa Computer?

Text B. What can computer do?

Text C. From the history of computers.

|. Read the international words and guess their meang:
specific; navigate; general; rocket; machine; listprmation; instruction;

arithmetic; calculation; operation; peripheralspdiay.

lI. Read and memorize the following words and worccombinations:

circuit - cXeMa, 1Enb

purpose Ha3Ha4YCHHE, 11e]Th, HAMEPECHHE

button -KHOITKa

spacecraft KOCMHUYECKHI Kopabib

device -yCTpPOMCTBO, MPHOOP, MEXAHHU3M, DIIEMEHT
store -3a[IOMHHATh, XPAHUTh

storage 3aIIOMHUHAIOIIEE YCTPOMCTBO, ITAMSTh
solve -perniaThb

cause 3aCTaBJIATh, BBIHYXX1ATh

supply -1ojiaBaTh

to make sure yOeIuThCS

special-purpose computer KOMIIBIOTEP CIEIUATBHOTO Ha3HAYCHHSI
general-purpose computer KOMITBIOTEP OOIIero Ha3HAYCHUS

to perform the desired operations BBHIOIHATH HY)KHBIC OIIEPALIMH

TEXT A. WHAT ISA COMPUTER?

A computer is really a very specific kind of coungtimachine. It can do
arithmetic problems faster than any person aliwentg@ans of electric circuits it
can find the answer to a very difficult and comaled problem in a few
seconds.



A computer can «remember» information you give lit.stores the
information in its «memory» until it is needed. Wihgou are ready to solve a
problem, you can get the computer to sort throtgistored factsand use only
the proper ones. It works the problem with lighthspeed. Then it checks its
work to make sure there are no mistakes.

There are different kinds of computers. Some dg onk job over and over
again. These are special-purpose computers. Eadifis@pplication requires a
specific computer. One kind of computer can hapuild a spacecraft another
kind of computer can help us navigate that spafteérapecial-purpose computer
IS built for this purpose alone and cannot do angtelse.

But there are some computers that can do manyreiiffgobs. They are
called general-purpose computers. These are tlgeb«dins» that solve the most
difficult problems of science. They answer questiabout rockets and planes,
bridges and ships — long before these things ae built.

We used to think of a computer as a large machittemany buttons and
flashing lights that took up a whole rodnBut today computers are becoming
smaller and smaller and are even being put insilder alevices. Though these
small devices are called microcomputers or minicotews, they are still true
computers.

We might list the essential constituent parts ofgeneral-purpose
computer as follows. First, core store, also caftezmory. It is best to think of
computer memory simply as a place where informatisnstored. This
information can be an instruction or an item ofadatVe can store many
instructions or many items of data in a computecddd, an arithmetic unit, a
device for performing calculations. Third, a cohtroit, a device for causing the
machine to perform the desired operatidnghe correct sequence. Fourth, input
devices whereby data (in the form of numbers) gretating instructions can be
supplied to the machine, and fifth, output devit@sdisplaying the results of
calculations. The input and output devices areedgleripherals.

Notes:

you can get the computer to sort through its stdisls — moxHoO
3actaBuTh DBM paccopTupoBaTh HaKOIJIEHHBIE (DAKTHI,

“took up a whole room sanmMai Heoe IOMeIICHIE;

*a device for causing the machine to perform thdreldperations —
YCTPOMCTBO, 3aCTABJIAIONIEE MAILIMHY COBEPIIATH HYKHBIEC OIIEPALIAH.

EXERCISES

I. Complete the following sentences:

1. A computer is really a very specific kind of ...

2. By means of electric circuits it can find thesamer to ...

3. A computer stores the information in its «mensountil ...
4. Each specific application requires ...



5. A special-purpose computer is built for ...

6. A special-purpose computer is built for ...

7. We used to think of a computer as ...

8. The essential constituent parts of a generggag computers are ...
9. The input and output devices are called ...

lI. Translate the following sentences paying attembn to the words in
bold type:

a) 1. Whatkind of computer was it? — It was digital computer. 2eT
computer can perform differekinds of operations. 3. Thigind of logical
problem is very simple. 4. Will yokindly explain to us the operation of this
kind of machine? 5. Be $and, show us the new equipment.

b) 1. As you already know logical relations in a computer expressed
by hardware. 2As the ordinary business adding machine has the apeci
equipment inside it, it can store information. 31 électronic computer can add,
subtract, multiply, and dividas well 4. Natural sciences include mathematics,
physics, chemistry, medicine, geology, biology, nes, as well as the
engineering sciences and other fields of knowledge\s our professor was
speaking of the history of computers, he mentioRdd Chebyshev and his
great inventions. 6. My friend works at a plastan engineer.

c) 1. Progressive people everywhere in the world gkt for peace.

2. Yesterday we heard an interesting lecture onemoélectronics which was
arrangedfor the students. 3. He asked o a book on microcomputers’
organization. 4. The first computing machines weog reliable Ganexubiii),
for there were no good electrical units. 5. The irtsioms are placed inside the
computerfor the computer itself can select the numbers ofucsbns.

lll. Read and translate the following sentences pagg attention to the
predicates in the Passive Voice:

These digits are easily multiplied. 2. | was askamhy questions about
my work. 3. They were explained how to solve thigljtem on a computer. 4.
The sequence of reasonable operations has beenmmed by the computer. 5.
The new department of mathematics has just beenedp&. Many books on
computers’ organization and architecture had bemrslated from Russian into
English by the end of last year. 7. The experimentshe new microcomputer
were being carried out during the whole month. Bti#e digits are recorded on
the paper tape when addition is performed. 9. Téve key adding machine was
transferred into the next room yesterday. 10. Thgquence of reasonable
operations is now being carried out by this micropater. 11. The conference
was addressed by a well-known scientist. 12. Thention of computers was
spoken of at the last lecture. 13. Modern persoaaiputers are always looked
at with interest. 14. Many new branches of indubkttye been developed in our
country since World War Il.



IV. Fill in the blanks with the verbs given below.Use them in the
Passive Voice:

to express; to carry out; to invent; to recordpadarize; to tell; to store; to
represent; to require; to construct.

1. All the digits inside the hardware ... by the agiag of the special
equipment. 2. Complex calculations ... with the hafla computer. 3. A special
counter wheeldaetrnoe koneco) for an arithmometer ... by a Russian engineer
V. T. Ordner in 1874. 4. The answers of computatian Often in the form of
tables. 5. Small spots on a surface inside a caenput magnetically. 6. By
means of instruction any computer ... what operatitmsperform. 7. All
Instructions ... in registers, the units of hardwa&eAny information ... by the
binary system. 9. Numbers or instructions ... forvew a problem by a
computer. 10. Several computing units ... by M. Vmanosov for
computational science.

V. Read and translate the following sentences paygnattention to the
modal verbs and the equivalents:

1. Information or data can be stored in the comfgiteemory or storage.
2. An analog computer is able to calculate by uspysical analogs of
numerical measurements. 3. The first automatic cenp could operate at the
low speed. 4. Your paper may be published at ostitite. 5. My friend was
happy when at last he might work at the computiagtre. 6. Our students are
allowed to visit the computing centre to see therapon of the computer ES-
1045. 7. Every student must know that a digital potar performs reasonable
operations. 8. Some operations for this computge ha be changed and new
instructions have to be added. 9. The instructemgsrecorded in the order in
which they are to be carried out. 10. You shouldvkrihe difference between
the digital and analog computers. 11. We ought ¢tp him to solve this
problem by a personal computer. 12. Accordingcariacao) the time-table
you are to begin your classes at 8 o'clock. 13.rnewtudent of our speciality
has to know what a hybrid computer is. 14. We wmamitted to attend the
conference on cybernetics.

VI. Find the sentences in which the verbs ‘to haveand ‘to be’ are
translated as «omken»:

1. This ordinary adding machine has ten keys fehemlumn of digits.
2. The main task of this article was to show thsiits of research work. 3. This
personal computer has been constructed at oud Iathe lecture was to begin at
9 o'clock. 5. Our aim is to study hard and master gpeciality. 6. Our lab
assistant has to construct this electronic devipadop). 7. The general purpose
of this unit (block) is to perform different arittic operations. 8. The
participants of the scientific conference are tavartomorrow. 9. You have to



remember the names of the scientists who haveilated to the development
of your speciality. 10. The results of the expenirteave carefully been checked
up today.

VIl. Read Text B and retell in English:
TEXT B. WHAT CAN COMPURER DO?

Computers are thought to have many remarkable gowtwever, most
computers whether large or small, have three bEpeabilities. First, computers
have circuits for performing arithmetic operatiosach as addition, subtraction,
division, multiplication and exponentiation. Secpedmputers have a means of
communicating with the user. After all, if we coolidfeed information in and get
results back, these machines wouldn’t be of muehewever, certain computers
for example minicomputers and microcomputers aeel & control directly things
such as robots, aircraft navigation systems, meiistiuments, etc.

Third, computers have circuits, which can make siens. Computer can
solve a series of problems and make hundreds, #wamsands, of logical
decisions without becoming tired or bored. It cexd the solution to a problem
in a fraction of the time it takes a human beingléothe job. A computer can
replace people in dull, routine tasks, but it hasnginality; it works according
to the instructions given to it. A computer candotanything unless a person
tells it what to do and gives it the appropriate®imation.

VIIl. Read Text C without a dictionary and retell it in English:
TEXT C. FROM THE HISTORY OF COMPUTERS

The development of mechanical calculating machimesle the digital
computers necessary. An ordinary arithmometer ades& key calculator have
given rise to electronic digital computers. Digita@imputers came into being in
the first half of the 1% century. Many outstanding Russian and foreign
mathematicians of that time created mechanicaltatiog devices.

The famous Russian scientist M. V. Lomonosov coedpila lot of
calculating tables and several computing devices@ming the different fields
of science and engineering.

In 1874 the Russian engineer V. T. Ordner inverdedpecial counter
wheel named after him the Ordner's wheel which is used modern
arithmometers and calculators.

P. L. Chebyshev, academician, made a valuableibatin to the field
of computing machine. He is known to have many goeas in mathematics,
some of which have been named after him. For exantpke Chebyshev’'s
polynomials play a unique role in the field of atjonal functions. In 1878 he
constructed the original computing machine whicls veahibited in Paris. In



1882 P. L. Chebyshev invented an arithmometer parfg automatically
multiplication and division. The principle of autafization put into this
computing machine is still widely used all over thierld when developing the
most modern computers.

In 1884 Russia began to manufacture computing mashin the period
of World War | the output of computing machinesssghand was resumed only
in the years of the Soviet Power.

At the end of the 1930s computing engineering betie new era.
Electronic computers operating at high speed appeavith electronic devices
and units being applied.

Notes:
'a special counter wheelcaernansHoe cY4eTHOE KOIECHKO.

UNIT 3

Grammar. The Participle. The Absolute Participle Constrorcs.

Text A. Information, machine words, instructions, addressexl
reasonable operations.

Text B. Addresses and reasonable operations.

Text C. Advantages in making computers of small sizes.

I. Read the international words and guess their meang:

character; reaction; to react; instruction; regjstede; bit; byte; typically;
group; address; magnetic; polarize; differentigtioriegration; binary; basic;
physically; physical; selection; to sort; separatat; standard; correct.

lI. Read and memorize the following words and worccombinations:

sign - 3HaK; 0003HaYeHUE; CUMBOJI; IPU3HAK
character - 3HaK; CUMBOJI; Iudpa; OyKBa; MpU3HaK
typewriter - NULIyIIasg MallvHKa

react - pearupoBarb

unit - €IMHMIA, OJIOK; YCTPOUCTBO; JJIIEMEHT
rotation - BpAILICHUE; YEPEIOBAHUE

voltage - HAIPsHKEHUE; Pa3HOCTh MOTEHIMAJIOB

variable - MepeMEHHas BeIMYMHA

represent - IIPEICTaBIIATh

include - BKJIIOYATH

Zero - HyJIb; HyJIEBasl TOUYKA

separate - OTJICJIbHBIN



call - Ha3bIBATh

consist (of) - COCTOSITH (U3)

handle - YIpPaBJIATh; OMIEPUPOBATH

the same - TOT K€ CaMBbIii

arrangement - PacIOJIOKEHUE; pa3MEIlCHUE

some - HEKOTOPBIN

polarize - MOJSIPU30BAThH

surface - TIOBEPXHOCTb; IIIOCKOCTh

state - YCTaHaBJIMBATh, YKA3bIBaTh

address - aJIpec; aIpecoBaTh

contain - CO/IepKaTh

square - KBaJpar, Iiomaaib

power - MOIIHOCTB; CHJIA; SHEPTHS, CTENICHb; CIIOCOOHOCTH

sorting - COpPTHUPOBKa

matching - COrjacoBaHHe

determine - OMPEACIATh

a number of = a set of - pax; HECKOJIBKO, HEKOTOPOE
KOJINYECTBO

per second - B CEKYHIYy

a particular memory location or cell - oco0as siueiika namsTH

its own unique address - CBOM COOCTBEHHBIH YHHKAJIbHBIH
azpec

to take a square root - W3BJIEKATh KBAaJIpaTHbIN KOPEHb

to raise to a power - BO3BOJUTH B CTCIICHb

as well as - TakK ke Kak

instead of saying - BMECTO TOTO, YTOOBI CKa3aTh

TEXT A. INFORMATION, MACHINE WORDS, INSTRUCTIONS

Information is a set of marks or signs that havammgg. These consist of
letters or numbers, digits or characters, typewsigns, other kinds of signs,
and so on. A computer reacts differently to diffeérdigits or characters, and
reacts to them as units that have meaning. For gheanmformation for an
analog computer has to be in the form of distanaesptations, or voltages, or
other physical variables. And for a digital computdormation has to be in the
form of digits or numbers.

Any information may be represented by the binaisteay including two
digits: one (1) and zero (0). Each 1 and 0 is ars#p binary digit called a bit. A
bit is the smallest part of information. Bits aypitally grouped in units that are
called bytes. A byte is the basic unit of informatiused in modern computers
and consists of eight bits.

The bytes are handled usually in standard groulpedcaachine words or
just words. There are two basic types of informatbs words that can be put
into a memory cell or location: words that are ntios quantitie and words



that are computer instructions. Regularly, an uwion to the machine is
expressed as a word; and so the same set of afrgranhy have meaning
sometimes as a number, sometimes as an instrucospeed of 96,000
characters per second is the same as a speed06f Bd@ds per second. Most
human beings could not take even 12-digit numbeseeond.

Physically the set of bits is a set of arrangemeaitsome physical
equipment. One of the ways of storing informatiorai computer is storing by
using a set of small magnetically polarized spoisia) on a magnetic surface.

The computer is told what operations to perforrmi®ans of instructions.
An instruction is a command to the computer. It ssts of a verb (an
operational code) and a noun (an operand). For pbeant the computer is
instructed «Add 365 the number of timeas| stated in the register R», and if
the register R stores the code for number 3? Tiewedmputer will perform that
operation three times. An instruction word looksela number, and three is no
way to tell from the word itself whether it is aaqiity or an instruction. The
computer must be told exactlyofino) which address contains an instruction
and which contains a quantity.

Notes:

! humerical quantities wicieHHbIe 3HaYCHNS (BETHUNHDL);
> most human beings could not take even 12-digit rempler second —
OOJIBIIIMHCTBO JIFOJICH HE CMOIIM ObI BOCHIPHUHATH Aake 123HauyHOE YHCIIO B

CEKYHIY.

EXERCISES

I. Find the equivalents:

1) numerical measurements Husznaeckoe obopymoOBaHKE

2) by using physical analogs AKOPOCTh B CEKYHTY

3) the binary system 3HHCIICHHBIC BETUYHHBI

4) any information 4)qucIIeHHbIC U3MEPEHUS

5) other physical variables S5)BonYHas cHCTEMa

6) numerical quantities 6)1r00ast mHpopManus

7) a speed per second OuH 13 CrIoco00B

8) physical equipment 8pcobas ssuelika mamsaTH

9) one of the ways Qucnob3ys PU3NISCKUE aHATIOTH
10) a particular memory cell 1@pyrue puzrueckue nepeMeHHbIC

[I. Arrange (a) synonyms and (b) antonyms in pairsand translate
them:

a) to perform; to compute; to take in; a figure; toaage; to show; to
carry out; a digit; to calculate; little; to disglasmall; to receive; to position;
instruction; data; location; command; informatiosl|;



b) inside; to the right; addition; multiplication; gsoie; to the left;
division; outside; small; complex; big; subtractiahfferentiating; at the right;
integrating; at the left; right-hand column; th&-leand column.

[Il. Form nouns from the verbs by adding suffixes:

- ment
Model: to equip — equipment
to arrange, to require, to measure, to state,\eldp
- sion
Model: to divide — division
to decide, to include, to conclude, to exclude
- jon
Model: to direct — direction
to subtract, to select, to react, to construchctio

- ation

Model: to compute — computation
to inform, to combine, to determine, to represengifferentiate, to integrate, to
polarize

V. Complete the following sentences:

1. Information is a set of marks or signs that ..R2asonable operations
are ... 3. Logical operations include ... 4. A very onjant logical operation is
5. Physically the set of bits is a set of arrangets of some
6. Determining means which of two operations ib& performed ... 7. The
computer must be told exactly which address costainand which contains ...
8. The computer is told what operations to perfdiynmeans of ... 9. Any
information may be represented by the binary systesluding two digits: ...

and ... 10. A bit is the smallest part of ....

V. Answer the following questions:

1. What is information? 2. What does a set of madgsist of? 3. What is
one of the ways of storing information in a compatd. What is a byte?
5. What is a bit? 6. How many bits does a byte lsgantain? 7. What is an
instruction? 8. By means of what is the computdd wwhat operations to
perform? 9. What are machine words? 10. What do@siéine word consist
of?

VI. Translate the following sentences paying attemn to the form
and function of the Patrticiple:

1. The input unit consists of some devices usinfferdint means.
2. Performing addition the computer must have twmniners to be added.



3. When pressing the keys the operator makes tdengadnachine operate.
4. The operator pressing the keys makes the adaiachine operate. 5. A
device invented by the German mathematician Leibrobuld control
automatically the amount of adding to be perforiogda given digit. 6. Logical
operations performed by a computer are compariefgcsng, sorting, and
determining. 7. Discussing the advantages of teememory unit the professor
gave the students all the necessary explanatiortdadng punched holes in a
card the operator put it into the computer. 9. Wpassed through the reading
equipment the characters are read in a way sitailarway used for a magnetic
tape. 10. The density of memorizing elements in M@®nory is very high.

VII. Translate the following sentences paying attetion to the
Absolute Participle Construction:

1. The first automatic computers of the 1940’s being very reliable,
scientists went on improving them. 2. Specialiste womputers widely, the
latter helping in performing computations at grga¢eds. 3. Personal computers
being used for many purposes, scientists go onawmpg their characteristics.
4. The computer SM-100 is used in industrial preess and scientific
researches, its main function being to carry oatseeable operations with
numbers and to calculate complex problems. 5. Wi current on, the
computer automatically begins operating. 6. A pmistline is usually between
60 and 150 characters long, with 120 characterggeeicommon length.

VIll. Find the sentences in which the Absolute Paitiple
Construction is used:

1. Register R storing the code for number 3, thepder will perform
the operation 3 times. 2. When storing the codentonber 3 register R makes
the computer perform the operation 3 times. 3. Thmputer performs the
operation 3 times. The code for number 3 beingestan one of the registers.
4. The register storing the code for number 3 rarged in the computer’s
memory. 5. The code for number 3 being stored gister R, the operation will
be performed by the computer 3 times.

IX. Read Text B and give its contents in Russian:
TEXT B. ADRESSES AND REASONABLE OPERATIONS

An address is the name of particular memory looato cell. Each
memory location (word or byte) has its own unigddrass or number just like a
post office boxX. For example, if the computer contains 100 memetis ctheir
respective addresses might be the nuritieosn 1 to 100 (or O through 99).



And instead of saying «A word is in a memory cethe computer personnel
say, «The contentsduepxxumoe) of an address is a word.»

Reasonable operations are mathematical and logidathematical
operations include arithmetic and algebraic openati Arithmetic operations
are addition, subtraction, multiplication, divisjaaking a square root, etc.; and
algebraic operations are called raising to a pasgewell as differentiating and
integrating.

Logical operations include comparing, selectingtisg, matching, etc.
There are operations which may be performed eittrernumbers, or on
expressions consisted of letters such as ordinargsv A very important logical
operation performed by a computer is determinirgg, which of two operations
Is to be performed next.

Notes:

!just like a post office box Touno Tak e, Kak IOYTOBBII ALK,

2 their respective addresses might be the numbers ux
COOTBCTCTBYIOIIMMH aapeCaMu MOT'YT OBITH YHCIIa

X. Read the text and tell what advantages small cqoaters have:

TEXT C. ADVANTAGES IN MAKING COMPUTERS OF SMALL
SIZE

There are several advantages in making computessnall as one can.
Sometimes weight is particularly important. A madexircraft, for example,
carries quite a load of electronic apparatus. if ppossible to make any of these
smaller, and therefore lighter, the aircraft camyca bigger payload. This kind
of consideration applies to space satellites andllt&inds of computers that
have to be carried abolt.

But weight is not the only factor. The smaller twmputer, the faster it
can work. The signals go to and fro at a very tiighalmost constant spe&8o
if one can scale down all dimensions to, let us sag tenth, the average lengths
of the current-paths will be reduced to one téniihe speed of operation is
scaled up to 10 times. Other techniques allow éweher speed increases.

Another advantage is that less power is requiredinothe computer. In
space vehicles and satellites this is an importaatter; but even in a trial
application we need not waste power. Sometimesnapuater takes so much
power that cooling systems which require still mposver have to be installed
to keep the computer from getting too hot, whichuldoincrease the risk of
faults developing.

Another advantage is reliability. Minicomputers Bdyeen made possible
by the development of integrated circuits. Instefdoldering bits of wire to join
separate components such as resistors and capastoretimes in the most



sophisticated networks, designers can now prodiueney monnected circuits in
one unit which involves no soldering and therefuwaisk of broken joinfsat all.

If one of the component circuits develops a faaltl that is needed is to
locate the faulty unit, throw it away and plug inew one.

Notes:

' all kinds of computers that have to be carried &bosceo3moxHbIe
TUMBI HECTAIIMOHAPHBIX DBM;

? the signals go to and fro at a very high but anemmstant speed —
CHTHAJbl MOJAIOTCS MOOYEPETHO TO B OJIHY, TO B JPYI'yIO CTOPOHY C OYCHb
0OJIBIIION, HO TIOYTH MOCTOSIHHOU CKOPOCTHIO;

*the average lengths of the current-paths will fwkiced to one tenth —
CpelHss IJIMHA LENEH, MO0 KOTOPHIM NPOTEKAET TOK, COKPATHUTCS 10 OJHOM
JIECSITOMU,

*which would increase the risk of faults developingro ysemnunio 651
BEPOATHOCTb BOBHUKHOBCHH HCI/ICHpaBHOCTeﬁ;

> involves no soldering and ... no risk of broken jsirtue cBszano c
MMANKOM U ... PUCKOM pa3pbiBa LIENH

® if one of the ... circuits develops a fauleemn B kakoii-mu6o ... Hemnu
O0OHApPYKUTCSI HEUCITPABHOCTb.

UNIT 4

Grammar. Gerund. There be.

Text A. Computer system.

Text B. Peripheral equipment. Keyboards.
Text C. Memory.

I. Read the international words and guess their meang:

function; element; mechanical; machinery; electsnilogical; control;
documentation; collectively; peripheral; laboratoryindustry; printer;
component; routine; calculation; processor; catggategorize.

II. Read and memorize the following words and worccombinations:

to process - 00pabaThIBaTh
processing - oOpaboTtka

to solve - pemaTth

to provide - o0ecreunBaTh

means - CpeACTBO



manual

PYKOBOJICTBO; UHCTPYKIIUS

to require TpeOOBaTh

storage 3aIIOMHHAIOIICE YCTPOHUCTBO; aMSITh
device YCTPOMCTBO; IPHOOP

terminal TEPMHHAJI; KOHEUHOE YCTPOHCTBO
retrieve nouck (nHpopManun)

to allow HO3BOJISITH

to create co3J1aBaTh

listing pacreJarka; JMCTHHT

input BBO/I

output BbIBOJI

item AJIEMEHT, €IUHULA

converter - Tpeobpa3oBarelb

oscilloscope device - ocuumiockor

peripheral devices - mepudepuiinbie ycTpoicTBa
medium - cpelna; CpeICTBO; YCTPOHCTBO

TEXT A. COMPUTER SYSTEM

A computer system is a collection of components tark together to
process data. The purpose of a computer systammisike it as easy as possible
for you to use a computer to solve problems. A fimming computer system
combines hardware elements with software elemdiits. hardware elements
are the mechanical devices in the system, the maghand the electronics that
perform physical functions. The software elememgsthe programs written for
the system; these programs perform logical and enadltical operations and
provide a means for you to control the system. Dwentation includes the
manuals and listings that tell you how to use theelWvare and software.

Collectively these components provide a completenmder system:
system hardware + system software + system docatn@mt= computer
system. Usually a computer system requires thresc daardware items: the
computer, which performs all data processing; aniteal device, used like a
typewriter for two-way communication between theruand the system; and a
storage medium for storing programs and data. Thkesse devices — the
computer, the terminal and the storage medium —tlegerequired hardware
components of any computer system.

Optional peripheral devices are added to a compmystem according to
the specific needs of the system users. For exarophaputer systems that are
used primarily for program development may haveaestorage devices and a
high-speed printing device. Computer systems used llaboratory may have
graphics display hardware, an oscilloscope devare] an analog-to-digital
converter.



Peripheral devices are categorized as input/otfd} devices since the
functions they perform provide information (input) the computer, accept
information (output) from the computer, or do botlne printers are output
devices because they perform only output operatidesminals and storage
devices are input/output devices because they nperfimth input and output
operations.

System software is an organized set of suppliedrpros that effectively
transform the system hardware components into esabols. These programs
include operations, functions, and routines thaktemaeasier for you to use the
hardware to solve problems and produce results.eikample, some system
programs store and retrieve data among the vapeugheral devices. Others
perform difficult or lengthy mathematical calcutais. Some programs allow
you to create, edit, and process application pragraf your own.

System software always includes an operating syswhch is the
«intelligence» of the computer system. Usuallygygtem software includes one
or several language processors.

EXERCISES

I. Find the equivalents:

1) to process data ¥ TpOiCTBO MaMATH

2) to provide a means 2PpaboTka JaHHBIX

3) data processing BPMIIOHEHTHI aIllapaTHOTO 00ECIICUCHUS
4) storage medium APeCIeynTh CPEACTBO

5) to perform input operations  bpuaMaTe UHPOpPMaLIHIO

6) hardware components &jpabaTeiBaTh JaHHBIC

7) to accept information A)IpaBIATH CHCTEMOM

8) extra storage devices ABYXCTOPOHHSISI CBS3b

9) two-way communication RpITOTHITH OTICPAIIUU BBOJIA

10) to control the system 1Q)roaHUTEIbHBIC YCTPOMCTBA MAMSATH

[I. Translate the words of the same root. Define pas of speech:

to inform — information — informative — informedy purpose — purpose —
purposeful — purposely; to complete — completionpdpce — product —
production; to require — requirement — required;ptform — performance —
performer; to create — creation — creative — cre&bostore — storage — stored; to
develop — development — developed; logic — logiedbgician; to provide —
provider — provision — provided; to add — additieadditional - additionally.



[ll. Translate the following sentences paying attetion to ‘there + to be’:

1. There are many universities and institutes in@auntry. 2. There is
students’ scientific and technical society at auwstitute. 3. There are various
computers at our computing centre. 4. There wehg fonr departments in our
Institute before the World War Il. 5. There will Beme engineers at the seminar
on programming tomorrow. 6. There is a seminar e History of Ukraine
today. 7. There was a lecture on cybernetics ydmyer8. There were many
ways of solving the problem. 9. There are many derparts and units in
every computer. 10. There will be some new laboiegon our Institute next
year.

V. State the functions of theGerund. Translate the sentences:

1. Logical operations consist of comparing, sehggstisorting, matching,
and determining. 2. The way of solving this problesnvery difficult. 3. After
performing calculations a computer displays a tedulA set of marks or signs
can be stored by polarizing little spots on a mégrsiurface. 5. Differentiating
and integrating are algebraic operations. 6. Regisare used for storing
information. 7. Blaze Pascal’'s merit consists irs lwonstructing the first
mechanical computer. 8. By performing the reas@apkrations on a computer
we solve different kinds of problems for our naibaconomy.

V. Translate into English using the Gerund:

1. OgauM U3 cnoco6oB XpaHeHust THHOPMALIMKY BHYTPU BBIYUCIUTEIbHON
MalluHbl SBJISETCA XPAaHEHHE C MOMOUIbIO PsAJa MOJIAPU30BAHHBIX TOYEK Ha
MarHuTHOM moBepxHocTU. 2. IlyTeM pa3MelleHus ClelHalbHbIX YCTPOUCTB
BHYTPH  BBIYACIUTEIHHOW  MAIIUHBI MOXXHO  XPaHUTh  HH(POPMAIHIO.
3. Bo3Benenue B cTeneHb U U3BJICUEHHUE KBAIPATHOTO KOPHS — MaTeMaTUYeCKHe
onepauud. 4. Komnbrorep UCHob3yeTcs sl peeHUs CIOKHBIX 3a/1a4.

VI. Read Text B and retell it:
TEXT B. PERIPHERAL EQUIPMENT. KEYBOARDS

Peripheral equipment

The microcomputer has to communicate with the datsvorld, so that
programs and data can be entered into its mematyparcessed information
can be displayed or transmitted in some form tanfocomputer user.

There are various types of peripheral equipmertt ey be attached to
microcomputers including keyboards and scannersnfart, and visual display
units (VDUs) and printers for output. Informationaynbe output from the
microcomputer on to disk for storage and re-enterieein required.



Different sensors and actuators may be linked rfated) to the
microcomputer for controlling instruments and maeisi

Keyboards

A keyboard consists of a number of switches whioh activated by
pressure or simply by touching them. The keys ar@nged as a matrix, so that
the compression of any key can be detected by swatme rows and columns
of the matrix. Hardware may be used to sense wkashhas been pressed or
this may be carried out by a software routine.

The layout of the keyboard may be similar to thith® conventional
typewriter or may be designed for particular uséist example, if a large
amount of the data to be entered is generally nigmigten a numeric key pad
containing keys for decimal O through 9, full stapd some special characters,
is an essential featufte.

Notes
lis an essential featuremsmnsercs CYILIECTBEHHOU YacThio DBM.

VIl. Read Text C and translate it in writing:

TEXT C. MEMORY

In all types of computer systems memory plays & waportant role.

The function of the memory section of the compw@gstem is either to hold
information that the computer will need or informat that the computer has
already generated which will be used in the futuregther words, the memory
of a computer is used for storing the program aath.dThere are two basic
types of memory, namely read/write memory whosdeesds may be changed
by writing new information into it and read only mery (ROM) whose
contents are fixed. Read/write memory is usualfgrred to as random access
memory (RAM) for historical reasons, although slyicpeaking most modern
read only memories can also be accessed in a raoctan

The semiconductor RAM memory is of the volatile gy@hat is, when
power is removed, all information previously wnitten memory is lost. ROM
retains the information in it even without power.

ROMs, which are non-volatile, must have the infaioraloaded into them
somehow before they can be used. This can eitheddree during the
manufacturing process or by the user. In the latdse they are referred to as
programmable ROMs (PROMS).



Unit5

Grammar. The Infinitive and its constructions.
Text A. Input and Output Units.

Text B. Reliability.

Text C. Computers compete.

I. Read the following international words and guess$heir meaning:

active; passive; practical; problem; programmingpegiment; to consult;
form; regularly; to construct; arithmometer; to egiee; to control; peripheral;
efficient; buffer; pulse; impulse; communicationntaresting; to operate;
functional; minute; record; line; factor; process.

TEXT A. INPUT AND OUTPUT UNITS (I/OUNITYS)

The part of the computer that takes in informatsnalled the input unit.
The input unit or device provides the means of comgation between the
computer and the people who are interested irpigsation.

To be accepted by the machine, information forgatali computer has to
be in the form of digits 0, 1, 2, 3, 4, ..., 9 tracacters A, B, C, D, .... These
characters are regularly expressed for the comipuperposes as six or seven
1's and O's. The 1's and 0's may be expressedHerdomputer: as punched
holes (1) and blanks (0) in a card or a paper tapgresence (1) and absence
(0) of electrical pulse; or as polarized spots anagnetic surface; for example,
south-north is 1 and north-south is O, or vice &getc.

So, the input unit makes possible communicatiomnftbhe other data-
handling equipment and human béing the computer. It is the functional part
of the computer that accept the data to be operatechind programs for
operating. It may consist of a keyboard operatgm tauncH, a paper tape
reader, a card reader, and an electric typewriter.

The part of a computer that puts out informationaBed the output unit.
The computer can easily put out information in anfcacceptable to human
beings. For example, the computer may give impuises electric typewriter,
so that the keys are energized in the proper seguentype out a message in
ordinary typed characters which human beings caah, retc.

The output of a computer is known to vary accordimghe capacity of
the auxiliary equipment receiving the informatiégncomputer can record on a
magnetic tape at the rate of 1,000,000 charactrsgrond. It can also control:
a paper tape punch; or a card punch; or a highdspee-printer. Input and
output devices are usually called peripherals.

All this peripheral equipment is slow as compareithwhe computer.
Consequently, for efficient use of the computergrtendous calculating speed,



devices called buffers may be used. A buffer iswkmdo be a storage device
which is able to take in information at a very hgpeed from the computer and
release the information at the proper speed fopéngheral equipment.

A human being is known to write by hand at the aftabout 30 words
per minute, or to type at the rate of about 60 wqrer minute, or to talk at the
rate of 200 or 250 words per minute. The ratio leenva computer speed of
about 40,000 words per second, and the top oupmedsof a human being of
about 4 words per second, gives a factor of adgentia the computer of about
10,000 to 1 at the beginning of the 60’s. Nowadhisratio is much more.

Notes:

! the input unit makes possible communication frore tither data-
handling equipment and human beingosox BBOJa MO3BOJISIET YCTAaHOBHUTH
CBSI3b OT JPYroro 00OpyAOBaHUS TI0 YIIPABICHUIO JaHHBIMH M YEJIOBEKOM,

2 of a keyboard operated tape punchiertoutoro mepdoparopa,
paboTaroniero OT KJIaBUIIHOTO MyJIbTa.

EXERCISES

I. Find the equivalents:

1) the input of a computer 1 hanauune U OTCYTCTBHE
2) an auxiliary equipment 2)yiepdoprupOBaHHBIE OTBEPCTHS

3) at the rate of 3)ycTpoiCcTBO BHIBOIA

4) a high-speed line-printer  4BbICOKOCKOPOCTHOE MOCTPOYHO-TICUATAIOIIEE
YCTPOMCTBO

5) for efficient use 5) koaddunreHT npenmyIiecTa

6) a storage device 630 CKOPOCTHIO

7) a factor of advantage 7 )15 93 PEKTUBHOTO HCITOTH30BAHHMSI

8) the output unit 8) BcioMoraTensHOe 000pyI0BaHNE

9) punched holes 9)ycTpoicTBO BBOZIa KOMITBIOTEPA

10)presence and absence fhomuHaroree ycTpoicTBO

lI. Insert prepositions where necessary:

1. A computer can record ... magnetic tape ... the rate
1,000,000 characters ... second. 2. As compared ..cdhmputer the auxiliary
or peripheral equipment is rather slow. 3. A hurbamg can write ... hand ...
the rate ... 30 words ... minute. 4. ... ... the capacity the peripheral
equipment receiving information the output ... a catep varies very much.
5. A factor ... advantage ... the computer compared human being is ...
10,000 ... 1.



[ll. Complete the following sentences:

1. The peripheral equipment is slow as compareth wit 2. Devices
called buffers may be used for efficient use of thenputer’'s ... 3. A human
being is known to type at the rate ... 4. The ragoNeen a computer speed and
the output speed of a human being gives a factor.db a computer. 5. The
input unit accepts the data ... and programs for ...

V. Answer the following questions:

1. What is the general purpose of the input unitl@v may the 1's and
0’'s be expressed for the computer? 3. What is émeml purpose of the output
unit? 4. What does the peripheral equipment co$st. What is the general
purpose of a buffer? 6. What is the ratio betweearaputer’s speed and the top
output speed of a human being? 7. How are inputcartput devices usually
called?

V. Form adverbs from adjectives by adding the suffi ‘-ly’:

easy; reasonable; usual; special; physical; funatjoreal; regular;
magnetical; different; logical; mathematical; suipsent; consequent.

VI. Arrange (a) synonyms and (b) antonyms in pairsand translate
them:

a) speed; peripheral; to control; to write; auxiliaty;do; to receive; rate;
to record; to get; to make; to handle; device;;ungtruction; part; to accept;
command; section; information; data; to take in;

b) to add; presence; hole; input; north; decimal; tatiply; to divide;
binary; south; output; blank; absence; to subtract.

VIl. Translate the following sentences paying attetion to the
Infinitive:

1. The assistant came to instruct students howatalle instructions.
2. The assistant came to be instructed by the ggofe 3. The main purpose of
the computers is to solve complex problems. 4. TEsfopm reasonable
operations a computer must have a way of accemplatg. 5. To add and to
subtract means to perform mathematical operati@sP. L. Chebyshev, a
Russian scientist, was the first to construct ahrmometer. 7. The input unit to
be described here is a new device. 8. Punched imoéesard or a paper tape are
used to represent 1's and 0’s. 9. To carry ouirtkiuction, the computer must
accept the data in the form of punched holes aaakisl 10. In order to program
in a good way, the programmer needs detailed daiatahe program and the
way it is to be done.



VIIl. State the functions of the Infinitive and translate the sentences:

a) 1. To do the program the programmer must have d gaderstanding
of the problem for the computer. 2. To do the paogirfor a computer is the
main duty of a programmer. 3. The programmer mwstdorogram to give
accurate instructions to the computer. 4. Eledympewriters are very slow and
are used only by operators to communicate with mpeder. 5. To make
possible communication from a human being and apcben is the main
purpose of the input unit.

b) 1. The experiments to be carried out will be vemportant. 2.
M. V. Lomonosov was the first to receive the higbducation among peasants
In Russia. 3. Information to be computed is starsdgally in registers — units of
hardware. 4. The machine to operate with the keymmed an ordinary adding
machine. 5. A sequence of reasonable operatiobs tfwerformed will be done
by computer «M-220». 6. The programmer to do treg@am for a computer
must have a good knowledge of mathematics.

IX. Translate the sentences paying attention to theSubjective
Infinitive Construction:

1. The input and output units are known to be thespof a computer.
2. The human being seems not to be able to add owittiply without using
auxiliary devices such as pencil and paper. 3.adadlly, linear programming
proved to be especially effective in analyzing isttial processes. 4. This type
of the output unit is said to use a punched pagez.t5. Devices for accepting
information are said to have been described in sor@agazines. 6. Automated
Management Systems are known to have appeared cpaently. 7. Our
programmers are known to be studying the theopraegramming. 8. In ancient
times the sun was thought to be revolving roundBEbgh. 9. Y.A. Gagarin is
known to be the first cosmonaut who made an orffligiht around the Earth.
10. The French mathematician Pascal is known tstoact the first mechanical
computer.

X. Read Text B and translate it without a dictionaly:
TEXT B. RELIABILITY

The first automatic computers of the 1940’'s werd raliable. The
equipment of which they were made had not beenratwand reliable. The
programmer for the problem usually had to program ¢heck ifposepka) by
doing the same operation in another way. For examplmultiplication A times
B he used the equipment differently from B times a\d so both ooe)
operations might be programmed, and then the canpwas given an
instruction to compare the results. If a differemgeresults was more than a



tolerance fonyck), the machine was stopped, and the operator ingehaf
(orBercTBeHHBIN 3a) the computer and the mathematician in chargehef t
program consulted on how to get rid@asutscs) of the error ¢uroka).

Those days have long since gone. Now computers ogamate with
extraordinary {pesssruaiineiii) reliability, with as many as a billion or ten
billions operations between errors. Automatic clmglof different kinds is built
into the machine.

XI. Read Text C and give its contents in English:
TEXT C. COMPUTERS COMPETE

The first international chess match was played dl@0 years ago.
Naturally, the contestants were fellow creatdr&ut an automatic «chess-
playing device» had appeared as back as 1769. Hempis inventor, had
toured many European countries demonstrating #gepoln 1809 the machine
played in Vienna against Napoleon. The record & thove$ has been
preserved. Napoleon lost the game.

Kempelen's «computer» didn’t operate on radio tubesransistors. Its
secret lay in a crack playdseing secretly hidden inside.

But the time has come for real computers to hageaThe electronic
computer of Stanford University in the USA pittets iwits» againstits
counterpart of the Institute of Theoretical Expemtal Physics (USSR,
Moscow). Four games were played simultaneously. eted as «coaches»,
and they had provided the programs for the machi@ggtly speaking, it is a
match between programs. Which is more perfect?'Jtia¢ answer the match
has to provide. Hence the computers are doing shimémly while the people,
above all mathematicians, are all worriéd.

In this case, chess for the mathematicians is betas means to an erd.
Some of the most respected publications decladatimachine could never do
anything that required thought, that it would nelesirn to play chess. The
mathematicians retorted with: «It all depends ow lyou teach the machine.»
Now there can be on talk about whether a compuwrror cannot play chess.
Because it can.

The Soviet program «Caissa», developed by Moscoentssts headed by
the former world chess champion Mikhail Botvinnilgs won the world chess
championship for computer programs several times.

Notes:

1
fellow creatures srony;
% moves oy (B LIaxMaTHOI urpe);
® a crack player sepBOKIaCCHBIIT HIPOK;
“to have a g0 €/eaTh Iar;
> to pit «Wits» against epasuTecs B «<OCTPOYMHE C;



6 calmly —cmokoiino;

"above all -6obIe Beero, riaBHbIM oOpasom;

8 to be worried -sBonHOBaTHCS, GECTIOKOUTHCS,

® but one of means to an endisup 01HO U3 CPEICTB ISl TOCTHIKEHUS
L ETIN.

UNIT 6

Grammar. The Infinitive and its constructions.(cont.)
Text A. Memory or Storage Unit.

Text B. The Floppy Disks.

Text C. Bubble Memory.

Text C'. Cache Memory.

I. Read the following international words and gues their meaning:

final; base; container; register; object; subjecgnsmission; million;
billion; disk; serial; track; resistor; transistonjllisecond; nanosecond; reaction;
concentric; integration; technology; bipolar; dipdiameter; result; correct; to
generate; element.

lI. Read and memorize the following words and worccombinations:

storage - 3anoMuHaromiee ycrpoiictso (3V); mamsth
intermediate - MPOMEKYTOUYHBIN

final OKOHYATEJIbHBIN, KOHEYHBII

generate - TeHepHupoBaTh; (BOC)IIPOU3BOIUTH

access - oOpamenue (K maMsITH); AOCTYIT; BBIOOpKA (M3 TTaMSITH)
require - TpeboBaTh

transmit - mepeaBaTh

use - HCIIOJIB30BAHUE,; NCII0Jb30BaTh

quantity - KOJIMYECTBO; BEIUUYUHA

hold JepKaTh; yIEePKUBATh; IPOBOIUTH

external - BHEUIHWUH; HAPYKHbBIN

similar [IOJOOHBIN, TOXO0XKUI

circle KPYT; OKPYKHOCTh

internal - BHYTPCHHHIA

main IJIaBHBIN, OCHOBHOM

core - CEepJCYHUK; MaMSITh HA MATHUTHBIX CepACYHHKAX
inch oM (2,5c¢Mm.)

slow MEUIEHHBIN

fast OBICTPBIN; CKOPBIT



circuit
integer

differ
development

cXeMma; IIelb; KOHTYP
IeJIOE YHMCIIO

OTJIMYATHCS; pa3InyaThCs
pa3paboTKa; pa3BUTHE

semiconductor HOJTYIPOBOTHUK

creation CO371aHue

density IUIOTHOCTD; KOHIICHTPAIUS
allocation pa3MelieHHe; pactpeeiieHue
chip YU, KPUCTAILI

achievement JIOCTHKEHUE

layer ciou

microcomputer MHUKPOKOMITBIOTEP

primary IIEPBUYHBIN; IIEPBOHAYAIbHBIN
permanent MMOCTOSIHHBIN

programmable IPOrpaMMHUPYEMBIii

erasable CTUpPaeMbIii

firmware IPOTrPaMMHUPOBAHHOE alapaTHOE 00eCIeYeHNE,

BCTPOCHHOE B KOMITHIOTEP (PUPMOH

during the course of computation” B0 BpeMst BEIYHCICHHUS

an access time
a floppy disk

a series of concentric circles
a read/write head

internal (main) memory

a film memory device
general-purpose registers

- Bpemst oOpaieHus (K mamsTH)
- TUOKHH IUCK
-pSIl KOHIICHTPUYECKUX OKPYKHOCTEH
- 3aIMCHIBAIOIIAS T'OJIOBKA
- oneparuBHas namsath (O3Y)
- 3V Ha TOHKHX IJIEHKaX
-PETUCTPhI OOIIETO HA3HAYCHUS

floating-point registers - PETHUCTpBHI C TUTABAIOIIEH TOUKOU

control registers

- PErucTpbl yNpaBieHUs

either ..... or.... - Wnm ..., unu, aubo ..., mubo

both .... and - KaK ....,TAK U ...V ..., U ....

in the latter - B HocieaHeM (U3 ABYX YIOMSHYTHIX)
by spraying layers - IIyTeM HaITbUICHUS CJIOCB

TEXT A. MEMORY OR STORAGE UNIT

The part of a digital computer which stores infotiora is called storage
or memory. The computer's memory stores the numtetse operated on; it
stores intermediate results that are generatedglthie course of a computation;
and it stores the final results. The instructidmsmselves are also stored in the
computer’'s memory.



There are two important factors about the memony. @m access time
and a capacity. The time required to transmit oosputer word out of the
memory to where it will be used is called the mgmaccess time; it usually
amounts to a few millionths of a second or lesmodern fast computers. The
speed of modern computers is the speed of accediseiio memories. The
capacity of a computer is the quantity of data itsatnemory unit can hold.

There are many ways of memorizing information innroey cells of a
digital computer. External memory or storage umitsy use magnetic tapes,
magnetic drums, magnetic disks and floppy diskse fmgnetic drum and
magnetic disk are called a Direct Access, or Randaeess, Storage Device
(DASD).

The magnetic disk is very similar to the magnetigna but is based upon
the use of a flat disk with a series of concertiicles of magnetizable material,
one read/write head being for each track. Memoiitston magnetic disks may
store more than 100,000,000 bytes.

Internal or main memory units were constructed afjnetic cores about 8
hundredths of an inch in diameter, each core gjarime «yes» or «no», that is,
each core representing one bit of information.

Information that is stored inside a computer isexdan registers, electronic
units of hardware in which the positioning of plogdi objects stores
information. Each register holds one machine wanasisting usually of 32 bits
or 4 bytes. Registers hold information temporayring processing. The
slower models of registers use magnetic cores;fdbeer models use special
electronic circuits or film memory devices.

Usually the registers are of three types:

1. General-Purpose Registerare sixteen registers, each being able to
contain one word. These registers are used foingtdhe integer operands
taking part in binary arithmetic operations.

2. Floating-Point Registersare four registers, each being able to contain a
doubleword. These registers hold the operands dakiart in arithmetic
operations on floating-point numbers.

3. Control Registersform a group of registers differing from one mottel
another.

The development of semiconductor integration tetdgy has led to
creation of memories on LSI circuits. For constngtmemory units on LSI
circuits either bipolar or MOS memory are used. Hoeess time of bipolar
memory is about 100 nanoseconds, while the acoassdf MOS memory is
500 nanoseconds. But on the other hand the deokityemorizing elements
allocation in the latter is very high and amourds4t thousand memorizing
elements for one chip. The latest achievementsaafemrm electronics is creation
of memories on electronic circuits made by spaylagers of different
memorizing materials.



Nowadays the main memory RAM which is regularly disén
microcomputers can accept new instructions or mégion from a peripheral
device. Terms synonymous with the computer's warkmemory RAM are:
core, core storage, main memory, main storage, goyinstorage, read/write
memory. Other memories. Such as ROM or PROM, whacd used in
microcomputers as well, store instructions or infation permanently. ROM,
PROM, EPROM, and EEPROM are all together calledviiare which is ‘hard’
software.

EXERCISES

I. Find the equivalents:
1) the numbers to be operated oh) uucia ¢ maBarorei TOUKOM

2) a magnetic core 2) camble TIOCIICAHUE JOCTHUKCHHSI

3) an access time 3)HanbUICHHEM CJI0CB

4) a computer's memory 4)Bo BpeMsi 00pabOTKH

5) intermediate results 5)kpymHOMacIITaOHass HHTETPAIUs

6) Large Scale Integration 6)MarHUTHBIA CepPACYHUK

7) during processing 7) naMsTh KOMIIbIOTEPA

8) by spraying layers 8) mpoMexyTOUHBIC PE3YIbTaThI

9) the latest achievements Oppemst oOpameHust

10)floating-point numbers 10%ucna, koTopsie OyayT 00padaThIBaThHCS

[I. Answer the following questions:

1. What is the general purpose of the memory alag® unit? 2. What
information is stored in the computer memory? 3.evéhis information stored
inside the computer? 4. What is the memory acdess?t5. What ways of
memorizing words in a computer do you know? 6. Whest led to creation of
memories on LSI circuits? 7. What is the latestia@ments of modern
electronics? 8. What memories are used in microcoeng?

[1l. What do you call a unit which:

1. Accepts information from outside a computer? Memorizes
information to be operated on? 3. Brings infornratomt of the computer? 4. Is
able to take in information at the very high spéein a computer and then
release it at the proper speed for the periphepapenent?



IV. Translate the following sentences paying atteiin to the words in
bold type:

a) 1. Every student must knotwat reasonable operations are logical and
mathematical operations. 2. His experiment is samfflanthat of yours. 3. The
capabilities of a digital computer are greater ttiese of an analog computer.
4. It is clearthat these diagrams are likkoseshown in Fig. 4.

b) 1. As science progresses the difference between manmgatins and
natural systems may be reduced infinitefeckoneuno). 2. As you know
information is a set of marks that have meaningds3new operations can be
composed of sub-operations, no new programming eseded. 4. The
development of computes machines for handling information has gone a
long way. 5As is known, program is a set of instructions.

c) 1. One of these problems has been solved by a computeBy 2.
means of a computemne can easily solve any problem. 3. There is aog
solution, theonestated aboveyhenn andm are equal. 40ne should remember
all these rules, while solving a problem.

V. Translate the text paying attention to the Infintive:

The design of an automatic computer is not a simpigter. To
understand how to use a computer one must fullyrempde its design.
Therefore, a brief introduction to the logical dgsis necessary for the users to
understand the underlying idea. To present somegpagnd material on
theoretical and philosophical aspects of informatmocessing is to give the
user more profound understanding of computers’iegipdn. From what has
been said above, it is clear that a computer mathdseght of both as machine
by which to handle information and a machine bycho transform one set of
symbols into another. For the user it is a mackinprocess the information, a
way to obtain an output by applying to an inpupadfied sequence of logical
operations. The designer considers a computer ta bevice for applying a
sequence of logic operations to symbols represgntfiormation.

VI. Translate the sentences paying attention to thébjective and
Subjective Infinitive Constructions:

1. We shall consider a controller to be a systeneaftors.

2. We made this reaction run at reduced pressure.

3. High temperatures allowed the reaction to baezhout in two hours.

4. The method is reported to give good results.

5. People’s knowledge is assumed to be well-orgahend to facilitate
the understanding of new information.

6. This process was expected to be more effective.

7. The real situation is likely to be very complex.



8. Unfortunately this approach is unlikely to besessful.

9. People make systems work.

10. Such functions can be proved to be equivalentcamputable
functions.

11. This sequence causes digitized images to bedsito core memory.

VIl. Read Text B without a dictionary. Write out th e keywords with
the help of which you can give short characteristg of floppy discs:

TEXT B. FLOPPY DISKS

Floppy disks are a magnetic storage mediwpesa) which can be
recorded, erased and used over and over againpyrldsks are flexible
(ruokwuit) plastic disks which have several standard sizel.size floppy disks
are 8 inches in diameter; minifloppy disks are &s in diameter. Both full
size floppy disks and minifloppy disks are housedai paper-like plastic
envelope, usually black, and remaii@sarscs) in the envelope at all times.

Microfloppy disks are in sizes from 3 to 4 inchdfiey are housed in a
rigid (kectkuii) plastic shell ¢oomouka) of different design. The number of
bytes that can be recorded on a floppy disk areita®0,000 to 1,000,000 and
more. Floppy disks are used extensively in persoaaiputers, small business
computers, word processing, etc.

VIIl. Read Text C and translate it without a dictionary. Retell it in
Russian:

TEXT C. BUBBLE MEMORY

Bubble memoryis a storage for programs and information. It aage
technology which combines both semiconductor andyme@c recording
techniqueS to create a solid stdtstorage device. Bubble memory is unique,
because it is a disk that doesn’t spifihe bits on the surface spin around the
disk instead. Bubble memory units are only two sguaches in size, and
contain a thin film recording layer. The bits, edllbubbles of their globular
shape, are electromagnetically generated in circulang#iinside this layer. In
order to read or write the bubbles, the stringbuddbles are made to rotate past
the equivalent (the string or bubbles) of a reaidé¥read in a disk.

Bubble memory holds its contents without powere ldisk and tape. It is
considerabl{ faster than floppy disks and many hard diskss Ibften used in
portable terminafsand computers instead of disks.



Notes:

! bubble memory —amsTh Ha MArHWTHBIX JOMEHaX (IIY3BIPHKOBAS
aMSsITh);

? techniques FexHIYeCKHe IPHEME;

3s0lid state “10JTyIPOBOTHUKOBBIIA;

*to Spin —Bpararbcs;

> their globular shape sx oxpyrmas popma;

® string —renouka; mocIe[0BaTEIHOCTD,

’ considerably sraunTenbHO;

® portable terminals #opTaTHBHbIE TEPMUHADL.

IX. Read Text C and summarize the information about the
peculiarities of cache memory:

TEXT C'. CACHE MEMORY"

A cache memory is a small, high-speed system memhaityfits between
the CPU and the main memory. It accesses copiéiseofinost frequently used
main-memory data. When the CPU tries to read daata the main memory, the
cache memory will respond first if it has a copytbé requested data. If it
doesn’t, a normal main-memory cycle will occur.

Cache memories are effective because computergmsgspend most of
their memory cycles accessing a very small patti@imemory.

A cache memory cell has three components: an agldnesnory cell, an
address comparafoand a data memory cell. The data and address ryarelis
together record one word of cached daitad its corresponding address in main
memory. The address comparator checks the addedssoatents against the
address on the memory address biighey match, the contents of the data are
placed on the data b@is.

An ideal cache memory would have many cache mencetls; each
holding a copy of the most frequently used main-mgnaata.

Not all locations in the memory address space shbelcached. Hardware
I/O address shouldn’'t be cached because bits iHGamegister can and must
change at any time, and a cache copy of an e#flestate may not be valid.

Notes:

cache memory s mr-namath (CBEpXOBICTPOACHCTBYIOIIAS TAMSITH);
2 comparator -KoMIapaTop
*cached data zanHbIe Kom-MaMATH (KINPOBAHHDBIC JAHHDIE);
*memory address busagpecHas mHHa TaMSITH;
> data bus -HmHa JaHHBIX.



UNIT 7

Grammar. Revision of Non-Finite Forms of the Verb.
Text A. Central Processing Unit.

Text B. Microprocessors: a brain to the hardware.
Text C. Microelectronics in Data-Processing.

I. Read the international words and guess their meang:

nerve; system; to coordinate; to control; activigentral, processor;
separate; section; role; to discuss; function;nterpret; actual; interpretation;
signal; to decode; generator; automatically; acdatoy argument; decoder.

lI. Read and memorize the following words and worccombinations:

activity - JIeITCIBHOCTH

apply - TPUMEHSATH; IPWJIAraTh; MPUKJIAJIbIBATH

execute BBINIOJIHATD; OCYILCCTBIIATh

carry out - BBIIIOJIHATH, IPUBOAUTH

process npotecc; 00padaTbIBaTh

load - Harpy3ka,; 3arpy3Ka; BBOJ; 3arpyXarb

convenient yIOOHBIH

consider CUUTATh; MOJIATaTh, PACCMATPUBATH

previous - TPEeabIAYLIUH; IPEAIIECTBYOIINN

obtain - TOJy4YaTh, JOCTHTaTh

accomplish BBIMOJIHSATH; COBEPIATh

separate pa3nenaTh; OTACTATh

sense CUMTHIBaTh, BOCOPUHUMATh

choose BbIOHpATh

cause 3aCTaBJIATh, IPUYHUHSTDH, BBI3bIBATh

sequentially OCJICI0BATEIBHO

design - MPOEKT; KOHCTPYKIIHS; TPOEKTUPOBATH;
KOHCTPYHPOBATh

happen CITy9aThCs

transfer - TiepenaBaTh; IEPEHOCHUTD

hence CIIEZIOBATEIILHO

involve - BKJIFOYATh B ce0s; BOBJIEKATH

argument - apryMeHT

accumulator - HaKaIUIMBAIOIIUN CyMMaTOp

a central processor - IEHTPAJTLHBIN MTPOIIECCOP

a control unit - OJIOK ympaBJICHHUS

an instruction decoder - nemudpaTop KOMaHT

an instruction register - PEerucTp KOMaH[

a current-adress register -peTUCTp TEKYIIIETOo aapeca

an arithmetic and logic unit - apudmeTrueckoe JIOTHYECKOE YCTPOHCTBO



at the proper time - B HaJIJIS)KAIIee BpeMs

control signals - CHTHAJIBI YIIPaBJICHHUS
in its turn - B CBOIO OYepe/ib

on the basis of - Ha OCHOBE

at a time - 32 OJIHO BpeMs

what to do next - YTO JeJaTh JaJIbIIIe
in this way - TakuM 00pazom

TEXT A. CENTRAL PROCESSING UNIT

1. The central processing unit (CPU) or centracpssor is the nerve of
any digital computer system, since it coordinates @ntrols the activities of all
the other units and performs all the arithmetic kgilc processes to be applied
to data. All program instructions to be executedsinhe held within the CPU,
and all the data to be processed must be loadset ifito this unit. It is
convenient to consider the central processor tce thvee separate hardware
sections: an internal or main memory, an arithmetid logic unit, and a control
unit. The role of the internal memory was discusseare detailed in the
previous lesson.

2. The CPU has two functions: it must (1) obtaistrinctions from the
memory and interpret them, as well as (2) perfdnm d@ctual operations. The
first function is executed by the control unit. Jhunit in its turn must perform
two functions: it must (1) interpret the instruejcthen, on the basis of this
interpretation (2) tell the arithmetic and logicituwhat to do next. The latter
function is accomplished through the use of elentrgignals. According to
these two functions we can separate the part ofdhé&ol unit that interprets or
decode the instruction called the instruction decdtbm the part that generates
the control signals called the control generator.

3. An instruction having been transmitted to thstrimction decoder,
where it is interpreted, the control generator ssrthis interpretation and then
produces signals that tell the arithmetic unit wahaperation to perform. It also
generates signals that choose the proper numbmars thhe memory and sends
them to the arithmetic and logic unit at the projpme; and when operation has
been performed, other control signals take theltrdsam the arithmetic and
logic unit back to the internal memory. After aistruction has been executed,
the control generator produces signals that cdhwesaéxt instruction to go from
the memory to the instruction decoder. In this whg instructions are
performed sequentially.

4. The second function of the CPU is performed hy arithmetic and
logic unit which does the actual operations. Tmg s capable of performing
automatically addition, subtraction, multiplicatjondivision, comparing,



selecting, and other mathematical and logical dmers. Consider now what
happens in the arithmetic and logic unit while astriuction is being executed.
In most computers only one word at a time can besferred between the
arithmetic/logic unit and the memory. Hence, tof@en an operation involving
two arguments, the first argument must be transfiefrom the memory to the
arithmetic/logic unit and stored there temporawlyile the second argument is
being transferred. The special memory cell in thdmetic/logic unit for this
purpose is called the accumulator. The operationgbeerformed, the result is
formed in the accumulator before it is transmitbegk to memory.

EXERCISES

I. Find in (b) the Russian equivalents to the Engsh words and word
combinations in (a):

a) hence; for example; according to; by means of;, ¢t. ; always; just;
on the other hand; since; any; in its turn; somesinthe same ; while; instead
(of); usually

b) To ecTh; HampuMep; Bceraa; TOJIbKO YTO; C IPYrol CTOPOHBI, TaK Kak;
B CBOIO OYEpEb, MHOTJA; TOT K€ CaMblii; JIFOOOI; ClIeI0BATENIbHO; U TaK JaJiee;
B TO BpeMsI KakK; TaKUM 00pa3oM; BMECTO; COrJIaCHO; OOBIYHO; TOCPEICTBOM

[I. Arrange synonyms in pairs:

semiconductor technology; to execute; to writectmtrol; memory; to
sense; to choose; to form; to feel; storage; teestio set up; to handle; solid-
state technology; to perform; to keep; to selegearch; to put in; investigation.

[ll. Complete the following sentences:

1. The arithmetic/logic unit is capable of ... 2. Tduzess time is the time
required for transmitting one computer ... out of theto where it ... 3. The
actual computations are executed in a central .Thé. part of the control that
interprets the instruction is called ... 5. The mdrthe control that generates the
control signals is called ... 6. The control signeli®ose the proper numbers
from ... and send them to ... at the proper time.

IV. Answer the following questions:

1. What is the general purpose and function ofGR&J? 2. How many
parts is the CPU composed of? 3. What is the gkeperaose of the control?
4. What is the arithmetic/logic unit? 5. What ig ihstruction decoder? 6. What
Is the general function of the control generator®hat happens in the CPU
while an instruction is being executed? 8. Whahesaccumulator?



V. What do you call a unit which:

1. Interprets instructions? 2. Senses the inteapoet of instructions and
produces control signals? 3. Performs mathematoal logical operations?
4. Choose the proper numbers from the internal mgmnd sends them to the
arithmetic/logic unit at the proper time?

VI. Read and translate the following sentences payg attention to the
objective infinitive constructions and for-phraseswith the infinitive:

1. Our engineers want the complex problems to heeddoy computers.
2. In the laboratory we saw the perforator puncle$ian the cards of standard
size. 3. It is quite necessary for the programrmoeuriderstand the work of all
units of a computer. 4. We watched the floppy diglgin to operate. 5. The
speed of the computer may be found by measuringrtteewnhich is required for
it to transmit one word out of the memory to whigneill be used. 6. We asked
the lab assistant to show us the computer SM-2at@ei7. There is a good
reason for us to use this kind of the bubble menmorg personal computer.
8. Information has to be in the form of digits twiacacters for a digital computer
to perform reasonable operations.

VII. Define the infinitive constructions and translate the sentences:

1. We know B. Pascal to be the first inventor @& thechanical computer.
2. B. Pascal is known to be the first inventortasf tmechanical computer. 3. In
the middle of the 17 century it was possible for B. Pascal to invenlydhe
mechanical computer. 4. The possibility for the hpean to be solved is
illustrated by the given formula. 5. Human beingem to be able to find facts
or even logical consequence of facts in their mgnamcording to association.
6. The magnetic recording is done on a disk whiglmits an information to be
stored or read at one or several points on it.h& Jtudents were explained the
high-speed memory unit to use the LSI circuitd=&: results to be obtained an
Instruction has first been put into a computer.

VIIIl. Translate the following sentences paying attation to the ing-
forms:

1. According to the principles of their work comeis are subdivided into
three parts: analog, digital, and hybrid. 2. Whpplyng mathematical methods
to the solving of technical problems engineers st often interested in
obtaining a finite numerical results. 3. Properatieh between theory and
practice must be observed in training young spistsal4. Mathematical tables
are necessary aidsiepoxomumbie cpencta) for performing computational
work. 5. The students get the practical traininggwthey are working at various
plants. 6. In modern computers LSI circuits and RREMM memories are used
for executing sophisticated/qroxxaennsrit) operations. 7. A memory unit is



used for storing information. 8. Electronics beusgd not only in industry but
in many other fields of human activity as well, af®uld have an idea of what
it is. 9. The processing of messages can be pegtbsequentially, i.e., a new
task is not given until current one is completed. Having conducted many
experiments scientists proved that electricity hadatomic character. 11. The
fast electronic machines, such as microcomputeeseffective for carrying out

complicated computations.

IX. Read Text B and translate it with a dictionary. Write a short
summery.

TEXT B. MICROPROCESSOR: A BRAIN TO THE HARDWEAR

The microprocessor forms the heart of a microcoempuihe first
microprocessors were developed in 1971 as an offtsbf pocket calculator
development. Since then there has been a tremengsusge of work in this
field and some years later there appeared dozed#fefent microprocessors
commercially available.

The age of the microprocessor is not great. Yet hage seen the
evolution of the microprocessor as it progressemmfrearly applications in
simple hand-held calculators through 4- and 8-lmntwller applications
towards more sophisticated processing operations.

Microprocessors are used primarily to replace ayrage random logic
design.

By taking advantage of the knowledge and concegitseg in mainframe
and minicomputer applications better and more sbighied microprocessors
are beginning to emerge. What we see are: largdrdamser chips; higher
resolution; higher speed; specially designed RAK&:dom access memory);
and ROMs (read-only memory); specially designeddfd peripheral interface
circuits; on-chips clock and timing circuits; maegtensive and more powerful
instruction sets and lower power dissipation.

X. Read Text C and try to explain what you have leat about: a) a
distributed-processing network; b) the organization of distributed-
processing systems.

TEXT C. MICROELECTRONICSIN DATA-PROCESSING

In many computer systems today a number of processe connected
together to form a distributed-processing netwikst commonly the network
consists of a number of minicomputers, but main&acomputers and
microcomputers can also be incorporated into putroutput ports and data-
transmission hardware are considered an activeopdine network only if they



are able to process information. Parts of a task distributed among the
elements of the network. Each element works indegetty for some period of
time, communicating as necessary with other elesnent
Distributed-processing systems can be organizegweral ways. A large
distributed-processing system can be organizedarteerarchical structure. At
the top of the hierarchy is a single mainframe cot@pthat communicates with
processors in the network at a secondary levelghwim turn can communicate
with other processors on a tertiary level and solona pure hierarchy the
processors on any particular level cannot commumiahrectly with one
another. Instead communications must be routedigfirthe next higher level.
Alternatively a distributed-processing system carolganized into a peer
structure. All the computers are on the same lamel communicate with one
another on an equal footing. Except for very smativorks, however, it seldom
happens that every element in the network can canuate with every other
element. Instead the hierarchical structure and giecture can be combined
into a hybrid system in which the processors on aatiqular level can
communicate with one another and with processoth®mext higher level.

PART Il. SOFTWARE

UNIT 8
Text A. Programming.

Text B. Stages in Programming.
Text C. Instruction Format.

I. Read and memorize the following words and combations:

assign Ha3HAYaTh, IPUCBANBATH

Procedure- FpOIEAyPa, METOIMKA TPOBEICHUS
debugging Haaka, OTJaJKa MPOTPaMMbI

error -0IIMOKa, MOTPEUTHOCTh

invalidate -BBIBOJIUTH M3 CTPOSI

technique METO/I, METOJIMKA; TEXHUUECKUH TIPUEM
the over-all planning o011iee MIaHUPOBAHHE

so-called -TaK Ha3bIBAEMBII

the actual coding ACHCTBUTEIILHOE KOJUPOBAHUE
debugging OTJIaJKa KOJIa

running the code on the computer nmporox koja Ha KOMIIBIOTEPE
a single error €IMHCTBEHHAs OlINOKa



TEXT A. PROGRAMMING

The word «program» has come into use to refer & dgbquence of
Instructions which a computer carries out. A progfar a computer is an exact
sequence of instructions that it uses to solveadlpm. It usually consists of
subroutines or subprograms which are portions of it

Programming for automatic computer requires a gieal of knowledge,
common sense, and training. Specially, programmingguires: (1)
understanding the operations of a business ortéps ©f a scientific calculation;
(2) understanding the best way for having a compeagy out these operations
and steps; (3) arriving at a good sequence of cardm#or the computer to
solve the problem; and (4) adequately translatimgsé commands into the
computer language.

Programming for the computers has several formse @mm is the
construction of compiling programs or compilers efhuse computer to take
subprograms out of a library and link them togethygpropriately so as to solve
a new problem. A second form is the construction pobgrams called
interpreters which accept instructions in certa@ndard words and translate
these words into a machine language, so that thehim&a «knows» what the
words «mean». A third form is the development omomn languages for
automatic programming for problems, so that any problemmwéepressed in
such a language can be given to any automatic dem@and the computer will
translate the common language into its own inswaoatode, and then solve the
problem.

EXERCISES

I. Read and translate the following sentences paygnattention to the
meaning of the words and word combinations given bew:

a) mean — cpeHuii; cpeaHee YUcCIio;
means -€pezcTBo;
t0 mean —8Ha4uTh, 03HAYATD,
meaning —3HaueHwue,;
by means of -siocpeacTBom;
by no means-uu B koem ciy4ae.

1. The year mean temperature in our town is abo8t.®. Electrical
typewriters and keyboard devices are the commonnsned input into a
computer. 3. This means that the ROM is the permtangmory chip for
program storage. 4. By means of arranging memagigters inside hardware it
IS possible to store information and instructiohsBy no means the computer
can substitute a human being in all respects. & Meaning of the word
«means» is GPCACTBO», <COCTOSHUC.



b) term — tepmuH; cpok; cemectp;
to term —na3bIBaTh;
in terms of —c Touku 3peHHus; Ha A3bIKE; B TCPMHUHAX.

1. The term «programming» means the process byhwhicset of
instructions is produced for a computer to makeeiforming specified activity.
2. President of the USA is elected for a four-yieam. 3. Each academic year at
institutes and universities in our country consgdtsvo terms. 4. A code can be
written in terms of automatic language for thers ieasy to make changes in it.
5. A code may be termed a program or a routine usecghey are synonyms.
6. If the language being described is called simgilye language», then the
language in terms of which the description is beingde is called
«metalanguage».

) available— noctynHblii, HMEIOIUKCSA B HATMYUH, TIPUTOTHBIHN.

1. A number of different computing devices avakainl our Institute’s lab
IS very great. 2. The computer ES-1045 is now abél for students’ use. 3. Off
all the instruments available the control generasothe most suitable for
producing electrical impulses.

d) any —nro60#, Bcsikuii ( B TOBECTBOBATEIIBHBIX MTPEITIOKEHUSX).

1. Any operation performed by a computer must derjpneted into a
machine code. 2. Any soft of likeness to humandp&rsimply irrational while
constructing robots.

e) instead —-BmecTO; B3aMeH;
instead of -BMecTO; B3aMeH.

1. Boolean Algebra is an algebra like ordinary ¢ dealing instead
with classes, propositions, on-off circuit elemerd. 2. In digital computers
octal notation §oceMepuunoe cuucienne) IS sometimes used instead of binary
numbers.

lI. Translate the phrases paying attention to diffeent means of
modality:

1) the amount must be reached; 2) there must bBesa celation; 3) the
problem of consumption should be considered; 4)tdéisk is to be executed in
time; 5) the information has to be distributed dlyua6) the sign needs
interpretation; 7) How is the phenomenon explained?



lll. Translate the phrases paying attention to diferent levels of
probability:

A) 1. What sort of life might exist in our solar 87 2. The scientist
may choose any method of research. 3. The resattde reprocessed. 4. The
error could appear. 5. The task would be solved.

B) 1. The concept is likely to be erroneous. 2. Tdet cannot be denied.
3. One would expect the implementation.

IV. Read Text B and write a summary of it:
TEXT B. STAGES IN PROGRAMM

There are five stages in programming. First, thenpatations to be
performed must be clearly and precisely definede Dver-all plan of the
computations is diagramed by means of a so-cdibeddhart. The second stage
Is the actual coding. It is often best to write @& in terms of a symbolic
language first, for then changes are easily madenb¢rs are assigned to the
symbols, and the final code is prepared. In thedtstage some procedure is
used to get the code into the memory of the connpiitee fourth stage consists
of debugging the code, i.e., detecting and comgcéiny errors. The fifth and
final stage involves running the code on the compand tabulating the results.
In fact, it is well known that a single error inemnstruction invalidates the
entire code. Hence, programming is a techniqueineguattention to details
without loosing sight of the over-all plan.

TEXT C. KINDS OF PROGRAMS

There are two main kinds of programs which are sudbeld as well. They
are control programs and system service programs.

Control programs'. There are some control programs to handle
interruptions fipepeiBanue), /O operations, transition between differentgob
(zamanue) and different phases of the same job, initialgpaon loading (IPL),
and symbolic assignment of I/O devices.

Actually, the control program consists of three poments:

1. IPL Loader. When system operation is initiated, the hardwé&ie
reads in this program which then clears unused sioragé to zeros, generally
performs some housekeeping operatibasg then reads in the Supervisor.

2. The Supervisor.lt can handle execution of any 1/O operations aat ¢
provide standard processing for all interruptsnéty also queue I/O operations
so that the operation will start as soon as theired channel and device are
free.



3. Job Controf’. This program senses and processes all cards; after the
new job is loaded, it turns control over to the rjela. This system of operation
eliminates the necessity of operation interventimtween jobs, something
which is of particular importance on large compsiterhere the average job
time> may be less than one minute.

System Service Progranfs They are used to maintain the library; to
place new programs into the library, to deletelaep or change existing
programs, to read programs from the library intarmoey, to link segments of
programs written at different times into one progreetc. They are called
Librarian’ and Linkage Editof.

Notes:

! control programs IpaBiIsroLIIe IPOrPAMMBL

2unused core storagexencnonb3oBaHHas yactb O3V,
*housekeeping operationseroMoraTenbHbIE ONEPALIL,

“ Job Control —yIIpaBJICHHUE TTOTOKOM 3a/1aHUH;

> the average job timeepennee Bpemst cuera 3a1aHmil;

® System Service programcscTeMHast CepBICHAsE IPOrPaMMa;
’Librarian —mporpamma «bu6anotexaph»;

8 Linkage Editor —-iporpamma «Pemaktop csi3eii».

UNIT9
Text A. Programming Languages
Text B. Data Base management System (DBMS).
Text C. Procedural and non-procedural languages.

I. Read and memorize the following words and wor@ombinations:

in use - HCITOJIb3yeMbIe (B HACT. BpeMs)
direction -yKa3aHue

utilization - ICTIOJIb30BaHUE

to be convenient  6bITh y1OOHBIM

convenience y1100CTBO

appropriate €00TBETCTBYOIIHIA

to identify - OTIPEICIISATh

content COJIep)KaHue

in effect -B IEUCTBUTEIHBHOCTH

to simplify - yIIPOINATh

to assign fla3HavaTh



TEXT A. PROGRAMMING LANGUAGES

How are directions to be expressed to the compUtee?computer is not
another human being with whom one can speak eastlyclearly in common
English. For expressing directions to a computer phogrammer in practice
uses special programming languages.

Because computers can accept letters and numbeesly nall the
programming languages express the directions inesoombination of letters
and numbers.

The programming languages in tisall into three general categories in
terms of their similarity to ordinary English: macé languages, symbolic
languages, and automatic coding languages. In tefntbeir importance for
computer utilization, the machine languages are ihest basic, for the
computers can use them directly. But symbolic amntdraatic coding languages
are more convenient for the programmer use bedéwyeare more similar to
English.

Some programming languages are used only with tcpar moded of
computer; some are used with more than one modedoofputer. For the
convenience of the programmer, a language thatbsamused with several
different models of computers is more useful.

Instructions in a machine language are almost awapresented by
particular combinatiorisof letters and numbers acceptable to a given ctenpu
Programs written in an appropriate machine langwagebe directly accepted
and used by a computer.

Symbolic languages use symbolic addresses in teeangs and usually
also as the addresses for the instructions. Thig igontrast to machine
languages, which use absolute addresses. An absaldtress is one expressed
in machine language. It identifies a specific amygical location of data in
storage. An indirect address is an absolute or slimbaddress which has as its
contents the absolute address of the operand ndwdigk instruction. Indirect
addresses allow greater flexibility in programmimgcause the programmer by
changing the contents of indirect addresses caffest, modify a program.

For data description in the symbolic languages, ghegrammer uses
special commands. Being able to use these comnewamgdify the process of
data description, because often these commanddeamsed with symbolic
addresses as their operands. Thus in many programianguages the
programmer can assign addresses in symbolic, wveJabr absolute form,
depending upon the character of the language armd whmost convenient for
the programmer at the time.

Notes:

'in use —cmonp3yemble (B HACTOSIIIEE BPEMSL):;
2a particular model enpenencunas MoaeIb;
% a particular combination emipenenennas KOMOHHALISI.



EXERCISES

I. Read and translate the following sentences paygnattention to the
meaning of the words and word combinations given bew:

a) both of —o0a;
both ... and ...—xak ....,tak 1 ....; 1 ... " ...

1. Both diagrams shown in Fig.10 are easy to utaleds 2. Both of
devices have been designed by our postgraduatengtud3. If decimal
arithmetic is provided, both operands and resut@ated in storage. 4. Both
punched cards and punched paper tapes are usactépting information.

b) but — Ho, THUIIIB; TONBEKO; KPOME; OJHAKO.

1. Individual computers differ, but enough simitarexists to make a
general discussion of the more important pointspfoel 2. Chess for
mathematicians is but a means to show the abiitgdmpile a program. 3.
Because of the millions of characters of informatioat can be stored, magnetic
tapes are common with all but the smallest computér But in future the
machines will be able to solve many problems whtoday are in the
competence of man.

C) since —Tak Kak; ¢ TeX Mop Kak; ¢ TeX Iop; C.

1. Ch. Babbage’s machine could not operate sinexe ttvere no reliable
and accurate electrical equipment at the beginninthe 18' century. 2. We
have been ready to begin our experiments sinceerglest. 3. Since the
beginning of the 40s the computing technique hemtest to develop
successfully. 4. Since electronics became knowbegan to be used in nearly
all branches of industry. 5. Our lecturer left #ev and we have never seen
him since.

d) a result —pesynbTaT; cneacraue;
as a result of -8 pesynbrare;
to result in —maBath B pe3ysbrate; IPUBOIUTH K;
to result from - sBasITECS pe3ynabTaTOM; BEITEKATH U3.

1. After performing computations a computer displélye results. 2. The
detection of mistakes (errors) in a program results. program interruption.
3. The protection of a computer is recorded in Bi&s as a result of the channel
operation. 4. These data result from the comparisperation. 5. The
importance of microprocessors results from theilitalio process information
with unimaginable speeds. 6. The achievementseo$tience have resulted in a
triumph for our country in many fields of science.



Il. Read the text and give its contents in short (i Russian)
TEXT B. DATA BASE MANAGEMENT SYSTEM (DBMS)

The Data Base Management System is a software gelokdich acts as
an interface between the user’s program and theiqdydata base. The DBMS
makes it easier to access all varieties of datanformation stored in a
computer. It allows users to requfesta from the computer and keeps track of
all the data. It also allows each user to havendividual view of the data.

If a DBMS is not used, it requires more detailedgpamming to access
data. The user’s application program asks the DBiMSelect that user’'s view
and deliver it to the program or user: Only theNDBknows where and how to
get it.

The DBMS acts as a buffer between the programs thadphysical
structure of the data base. A portion of the DMBSide$ in the memory and is
called by the application program each time wheaa daust be transferred to or
from the data base.

The main DBMS features are: data independencerisg@pplication of
high-level non-procedural languages.

Notes:

! a software packagexeMrieKT mporpaMMHOro 06eCIeUeHN)S
’to request samnpamuBarh,

3 a view —Buy, M300paKeHNUE;

* to reside -pasmemars(cs) (B mamstn);

> a non-procedural languagesenporieypHbIii S3bIK.

lll. Read the text and reproduce it in English
TEXT C. PROCEDURAL AND NON-PRPCEDURAL LANGUAGES

Procedural language is a language requiring the afisprogramming
discipline. Programmers, writing in procedural laages must develop a proper
order of actions in order to solve the problem,edasn the knowledge of
data/information processing operations and progragrtechniques, such as
looping? All conventional programming languages are procaidanguages.

Non-procedural language is a language which doet nequire
programming techniques. Non-procedural languagdewala user or a
programmer to express a request to the comput&nglish-like statements,
which specify what is to be done rather than howsito be done. Query
language$, report writers’, and financial planning languages are examples of
non-procedural languages.

Non-procedural languages generate the necessagyapndogic for the
computer directly from a user’s description of gneblem.



Notes:

! looping —opraHu3aNus HUKIOB;
2 query language si3bIk 3arpocos;
report writer —I3pIk 1Mo HaIKMCAaHUIO OTYETOB.

UNIT 10
Text A. Object-oriented programming (OOP).

Text B. What is UML About?
Text C. Appreciating the Power of UML.

I. Read and memorize the following words and wor@ombinations:

to release ©CcB000XK1aTh, N30aBIISITH

to scale MacmTabupoBaTh

abstraction A0CTpaKIHsI

to resonate PE30HUPOBATH

domain -TOMEH, 30Ha

to facilitate -c10c00CTBOBAThH

reevaluation fiepeolieHKa

to outstrip -OTIepexaTh

paradigm IPUHIINII, CUCTEMA MOHATHH, apaaurma
structured programming CTPYKTYpHOE MPOrpaMMHUPOBAHHE
expert system AKCHEpPTHAs CUCTEMA

object-oriented programming 06beKTHO-OPUEHTHPOBAHHOE IPOTPAMMHUPOBAHIE

TEXT A. OBJECT-ORIENTED PROGRAMMING

Although the fundamental features of what we noW a@lject-oriented
programming were invented in the 1960’s, objecemed languages really
came to the attention of the computing public-agéhin the 1980’s.

Object-oriented programming (OOP) has become exoglgdpopular in
the past few years. Software producers rush t@sel®bject-oriented versions
of their products. Countless books and specialessof academic and trade
journals have appeared on the subject. To judge this frantic activity, object-
oriented programming is being greeted with evenemamthusiasm than we saw
heralding earlier revolutionary ideas. Such as «structuresh@mming» or
«expert systems».

Why is OOP popular?



There are a number of important reasons why inp& two decades
object-oriented programming has become the domimagramming paradigm.
Object-oriented programming scales very well, frahee most trivial of
problems to the most complex tasks. It providesomnfof abstraction that
resonates with techniques people use to solve garabin their everyday life.
And for most of the dominant object-oriented larmgps there are an
increasingly large number of libraries that assistthe development of
applications for many domains. Object-oriented pragming is just the latest in
a long series of solutions that have been proptsdutklp solve the «software
crisis». At heart, the software crisis simply metrat our imaginations, and the
tasks we would like to solve with the help of congus, almost always outstrip
our abilities.

But while object-oriented techniques do facilitdte creation of complex
software systems, it is important to remember B&P is not a panacea.
Programming a computer is still one of the modidift tasks ever undertaken
by humans; becoming proficient in programming reegiitalent, creativity,
intelligence, logic, the ability to build and udestractions, and experience even
when the best of tools are available.

Object-oriented programming is a new way of thigkiabout what it
means to compute, about how we can structure irdom and communicate
our intentions both to each other and to the machlio become proficient in
object-oriented techniques requires a complete lwatian of traditional
software development.

Notes:

! public-at-large -smpoxas my6nuka;
2 heralding- coo6rienue o... .

EXERCISES

I. Read and translate the words meaning negation:

unusual; unused; unspecified; unlimited; unsattsfgc unfrequently;
unseparated; independent; indirect; indistinguilaimpossible; disadvantage;
disjunction; decode; regardless; useless.

Il. Read and translate the verbs meaning repetition

retype; recompile; recycle; reuse; re-emphasidecate; reread; rewrite;
reoccur; rearrange; reappear; replace; restarindeweview; return.



lll. Translate the sentences paying attention to tB means of
modality:

1. Before discussing the patterns themselves nesessary to examine
factors which are likely to interfere with the résu?2. In order to shorten the
time required to perform instructions, it is debleato perform as many
operations as possible in parallel. 3. Provisiomeade to complete computers
for all initial boundary conditions to be applied. Human needs and
conventions have to be identified first and thenvested to programs in the
best possible way. 5. Sometimes the microcompuytses is to be used as a
general purpose computer. 6. Engineers must deal twe evolution of the
existing systems as well as the design of new s\sst&. Properly designed
information systems might be viewed as black bo&3he computer has made
it possible to mechanize much of the informatioterichange and processing
that constitute the nervous system of our sociéty.Architectures should
provide adequate flexibility to support the growingnd to distributed systems.
10. Information systems grow and new ones are moaotisly added. The
architecture must support such growth.

IV. Read the text and translate it with a dictionary.
TEXT B. WHAT ISUML ABOUT?

So, you've been hearing a lot about UML, and yotenfds and
colleagues are spending some of their time drawiamires. And maybe you're
ready to start using UML but you want to know wiiat all about first. Well,
it's about a lot of things, such as better commatnoa, higher productivity, and
also about drawing pretty pictures.

The first thing you need to know is what the initilML stand for. UML
really stands for the Unified Modeling Language.

Well, maybe that’s not the most important thindt@w. Probably just as
iImportant is that UML is a standardized modelingglaage consisting of an
integrated set of diagrams, developed to help systed software developers
accomplish the following tasks:

» specification;

e visualization;

» architecture design;

e construction;

» simulation and Testing;

» documentation.

UML was originally developed with the idea of pramg
communication and productivity among the developefsobject-oriented
systems, but the readily apparent power of UML ¢essed it to make inroads
into every type of system and software development.



V. Read the text and give a brief summary of it irEnglish.
TEXT C. APPRECIATING THE POWER OF UML

UML satisfies an important need in software andiesysdevelopment.
Modeling —especially modeling in a way that's easihderstood — allows the
developer to concentrate on the big picture. Ipsiglou see and solve the most
important problems now, by preventing you from igettdistracted by swarms
of details. When you model, you construct an abstla of an existing real-
world system (or of the system you're envisiorf)nthat allows you to ask
guestions of the model and get good answers.

After you're happy with your work, you can use yomodels to
communicate with others. You may use your modelsetpest constructive
criticism and thus improve your work, to teach oshé¢o direct team members’
work, or to garner praise and acclamatiéor your great ideas and pictures.
Properly constructed diagrams and models are efficicommunication
techniques that don’t suffer the ambig@itgf spoken English, and don't
overpower the viewémwith overwhelming details.

The technique of making a model of your ideas er\lorld is a use of
abstraction. For example, a man is a model of thgdw- it is not the world in
miniature. It's a conventionahbstraction that takes a bit of training or praeti
to recognize how it tracks reality, but you can ukes abstraction easily.
Similarly, each UML diagram you draw has a relasimp to you reality, and
that relationship between model and reality isrledrand conventional.

The abstractions of models and diagrams are alstulubecause they
suppress or expose detail as needed. This apptlicafi information hidin§
allows you to focus on the areas you need — anel thie areas you don’t. For
example, you don’'t want to show trees cars and Ilpeop your map, because
such a map would be cumbersome and not very usédul.have to suppress
some detail to use it.

Notes:

! you are envisioning sl ceGe npecTaBsere;

® to garner praise and acclamatiofpuauMaTh XBany 1 010OpEHHE;
¥ ambiguity —1BycMBICIEHHOCTB;

*overpower the viewer geperpyxarb, Harpy»aTh 3pPUTENS;

> conventional -erangapTHLII;

® information hiding -eoxpeiTue nadopmanum.



UNIT 11
Text A. What is Jess?

Text B. Heuristics.
Text C. Artificial intelligence.

I. Read and memorize the following words and wor@ombinations:

shell -IIporpaMMHasi 000JI04Ka

Java -I3BIK Java

prerequisites HPEAMOCHUIKH, HEOOXOIUMBIC YCIIOBUS

to execute BBIIIOJIHATh

execution BLIIOJIHEHUE

experience OTIBIT

to cause BBI3ELIBATh, 3aCTaBJIATh, no6y>1<z[aTL

heuristic knowledge IBPUCTUYCCKUE 3HAHUS (pelIeHne IpoOIeMbl

OIBITHBIM ITyTEM, METOIOM MPOO U OIINOOK)
procedural knowledge  mpouenypHbie 3HaHUS
procedural languages POIIEAYPHBIC SA3BIKN (MMIIEpATUBHBIC)

integrated editor HHTETPUPOBAHHBIN PEAKTOP

fact-list - CMHCOK (DaKTOB

instance-list €IICOK 00BEKTOB

inference JI0TMYECKUN BBIBO/I

inference engine MeXaHHU3M (METO]I JIOTHYECKOI0 BhIBO/IA)
reasoning apryMeHTaIusi, 00bSICHEHUS

complete environment  moaHas (YKOMIUIEKTOBaHHas) cpeja

TEXT A. WHAT ISJESS?

Jess is an acronym for Java Expert System Sheilagt written in Sun’s
Java Language by Ernest Friedman-Hill at SandiaioNalt Laboratory in
Livermore, Canada. Prerequisites are that you hdvasic knowledge of expert
systems and programming in a high-level languagels as Java or C.

Jess is a tool for building a type of intelligemfte/are called expert
systems. An expert system is a set of rules thatbearepeatedly applied to a
collection of facts about the world. It is spedliy intended to model human
expertise or knowledge.

Rules that apply are fired, or executed. Jessaisegcial algorithm called
Rete to match the rules to the facts. There aeethways to represent knowledge
in Jess:

- rules, which are primarily intended for heuriskicowledge based on
experience;

- functions, which are primarily intended for prdoeal knowledge;



- object-oriented programming, also primarily irded for procedural
knowledge.

You can develop software using only rules, onlyechjor a mixture of
objects and rules.

Jess is called an expert system tool becausaic@mplete environment
for developing expert systems which includes festusuch as an integrated
editor and a debugging tool. The wakellis reserved for that portion of Jess
which performs inferences or reasoning. The Jesdl gmovides the basic
elements of an expert system:

- fact-list and instance-list: global memory fotala

- knowledge-base: contains all the rules, the balse;

- inference engine: controls overall executionudés.

A program written in Jess may consist of rulesidaand objects. The
inference engine decides which rules should be w&dcand when. A rule-
based system written in Jess is a data-driven ganogwhere the facts, and
objects if desired, are the data that stimulate@xen via the inference engine.

Here is one example of how Jess differs from pro@ddanguages such
as Java and C. In procedural languages, execuéinnpmoceed without data.
That is, the statements are sufficient in thosguages to cause execution. For
example, a statement such as PRINT 2+2 could beediately executed in
BASIC.

This is a complete statement that does not reguiyeadditional data to
cause its execution. However, in Jess, data atgreglto cause the execution of
rules.

EXERCISES

|. Translate the following sentences paying attendn to the meaning
of the words given below:

a) aim —1ej1b, HAaMepeHHE;
to aim —uMeTh LENbIO.

1. The aim of this paper is to show the organiratiba memory made on
thin films. 2. PL/1 aims at mathematical and ecowairuse. 3. This equipment
aims at printing results on cards and displayimgrtion screens.

b) only —robko;
the only —enuHCTBEHHBIIH.

1. In computers only two electrical states are pdefdr one state, and 0
for the other. 2. The idea of an automatic compthat would not only add,
multiply, subtract, and divide but perform a seqeenf reasonable operations
automatically was given by the English scientisafl#s Babbage. 3. It was the



only way to solve this problem. 4. Petrov is théyastudent in our group who
had worked at the computing centre before entghegnstitute. 5. The access
time is only a few millionth of a second for magoetores. 6. The printers are
used only for output unit.

C) a record —3anuch;
to record - 3amuceIBaTh.

1. A record of bytes on the floppy disks is readtlhg read/write head.
2. The problem of records of numbers has pressed hpman beings for more
than five thousand years. 3. The reading equipmemurds digits and letters as
they appear on a printed page. 4. In the world wdiress there are large
guantities of records which are necessary to belladrby a computer. 5. To
record each bit of information a computer must hieespecial equipment.

d) whether —mu;
whether ...or not —u ...um HeT; B 1I000M ciyyac;
whether ... or —unu ... wnu; T0 14 ...,T0 NH;, 1100 ..., 110O.

1. Whether the control function is executed as mmediate operation
depends on the operation and the type of devicescince fiction stories
sometimes give rise to questions as to whethernfliciois possible between
men and machines. 3. The condition code indicatestiver or not the channel
has performed the function specified by the insitoumc 4. Whether or not the
transfer of control operation actually occurs dejsenpon the results of the
previous logical operation. 5. This program is usdten it is necessary to
define whether the device is out of order, or ttegeesome errors in the previous
program. 6. The type declaration is used to spewifigther a variable is an
integer, or a Boolean variable.

[I. Translate the following sentences paying attembn to the
comparison degrees:

1. The commonest problem is there where a worddcom@an one of two
different things. 2. A television set, a computetelephone system are simpler
than a human being. 3. Another advantage in thé® ¢a that less power is
required to run a computer. 4. A computer doesmetic problems million
times faster than any person. 5. The smaller thepoter, the faster it can work.
6. The better we know the Universe, the better wewk our Earth. 7. The
symbols representing intermediate results appéer ia the flow chart of the
right-hand side of the equation. 8. In this caseitistruction puts the number U
into the largest number cell. 9. The left-hand fiorc box in the flow chart
represents 005 on the next lower level, and thesbwox represents 007.



lll. Read and translate the text without a dictionay. Render it in
Russian:

TEXT B. HEURISTICS

Nowadays the main usage of the word «heuristianastly the adjective
in the sense of «guiding discovery» or «improvimghtem solving». There
might also be a slightly negative meaning attacteed or a lack of solution
guarantee. The modern picture of a search forahgisn leads to its origin in
ancient Greece where the verb «heuriskein» mearmdo In the history of
science we find attempts to formulate methods fodifg proofs and for
arriving at new discoveries. They belong to whas wametimes called the art of
discovery, or later, heuristics.

At all times, in all fields, methods that have groaut of experience are
employed to deal with problems. One of the firgids where such methods
were not only applied but explicitly stated was metry in ancient Greece. The
Greek mathematicians were mainly concerned with kivmls of problems,
constructing geometrical figures from given datd &nding proofs of theorems
in geometry. They used two ways to find a solutibime first method was called
analysis, the second synthesis.

The work of the 19 century mathematician, Bernhard Bolzano, is
dedicated to heuristics. The rules that are desgtrdnd commented on in great
detail are grouped into two classes: general rtlas can be applied to any
problem and special rules that are concerned wiltiBc problems such as the
analysis of concepts or propositions, or the caasalysis of events. Space
forbids us to mention more than a few of the gdnerdas. Many of them are
psychological rules such as the following: Befone gtarts looking for a solution
one should get a very clear picture of the probleme should write down
everything relevant to the problem in order to cwene the difficulty that the
human mind can direct attention to only a few id&athe same time; one should
avoid strong stimulation of the senses while sgharproblem; and so on.

IV. Read and translate the text into Russian in wiing:
TEXT C. ARTIFICIAL INTELLIGENCE

Artificial Intelligence comprises all efforts at kiag computers solve
problems that require intelligence such as, fomgda, playing chess, proving
logical theorems, making medical diagnoses, dasggand analyzing electronic
circuits, understanding language or images, ettfiédal Intelligence can be
seen from two different viewpoints, from an engiiag point of view and from
a “scientific” point of view. From an engineerin@ipt of view, its goal is to
produce machines that are increasingly powerfiriegneasingly diverse areas of
application. From the second, more general poinie#, Artificial Intelligence



IS a new approach to determine the prerequisitastelligent behavior and to
uncover its nature, independent of whether thisabien is produced by natural,
biological, or an artificial system. In the lasivfgyears this second view has
become very popular and has led to a new sciemp@Eradigm called «Cognitive
Science», which pursues this goal in an interdis@py effort among Atrtificial
Intelligence, cognitive psychology, linguistics, danother disciplines. In
Cognitive Science both man and machine are unifoigelen as systems that
construct symbolic descriptions of the world anchipalate these descriptions.
One consequence of this view is the separatiohephysical realization of the
symbols from their meaning, and thus it leads ®\tiew that the study of the
computation processes on the symbols can be distimgd from the study of
the physical mechanisms that support the compuatakoom this position it is
then natural that the results found in Artificiatdlligence can be carried over to
man and can be used to understand his own intelllgEhavior.

The history of Artificial Intelligence is intimatglconnected with the
notion of heuristics or, to be more precise, thigomoof heuristic search.

UNIT 12
Text A. The Rational Unified Process (RUP).

Text B. Rights.
Text C. The Value System.

I. Read and memorize the following words and wor@ombinations:

constrain CJICPIKUBATh

framework -KapKac, OCTOB, KOHCTPYKIIHS
workflow - TPYI0BOH MpoIiecce
deployment Pa3BepTHIBAHUE

roll out - pa3BOpauuBaTh; OCYIICCTBIATh
eventually -B KOHEYHOM CUYETE, B UTOTE
artifact -apredakT

cost -CTOMMOCTbD, 1icHa

demand TpeOdoBaHMe, CIIPOC

inferior quality

break commitments

Rational Unified Process (RUP)
keep track of

concurrently

consign

-HU3KOI'0 Ka4eCcTBa

HapyIIaTh 00s3aTEIHCTBA
palOHAJIbHBINA YHUBEPCAIBHBIN IPOLIECC
fIpUIEPIKUBATHCS

-OJTHOBPEMEHHO

“107BEPraTh



TEXT A. THE RATIONAL UNIFIED PROCESS (RUP)

We use processes because we are afraid. We ackthfita

* The project will produce the wrong product.

* The project will produce a product of inferior ¢jtya

* The project will be late.

* We’'ll have to work 80 hour weeks.

* We’'ll have to break commitments.

 We won't be having fun.

Our fears motivate us to describe a process wloaltcains our activities
and demands certain outputs. We draw these camtstrand outputs from past
experience, choosing things that appeared to wetkiwprevious projects. Our
hope is that they will work again, and take awayfears.

Over the years, we have come to recognize that nsugcessful
processes, though they differ in their particulaeem to have a common shape.
This text describes that shape. It provides a fraonle within which to build a
process that may put our fears to rest. That fraonews called the Rational
Unified Process (RUP).

In its simplest form, RUP consists of some fundam@emorkflows:

1. Business Engineering. Understanding the neetteedjusiness.

2. Requirements. Translating business need intob#tgaviors of an
automated system.

3. Analysis and Design. Translating requirement i software
architecture.

4. Implementation. Creating software that fits witthe architecture and
has the required behaviors.

5. Test. Ensuring that the required behaviors ameect, and that all
required behaviors are present.

6. Configuration and change management. Keepingk tigt all the
different versions of all the work products.

7. Project Management. Managing schedules and nessu

8. Environment. Setting up and maintaining the ¢tgweent
environment.

9. Deployment. Everything needed to roll out thejeut.

These activities are not separated in time. Rattiery are executed
concurrently throughout the lifetime of the project

The goal of a software process is the productiosadfware. Software
that works, software that is on time, software thavithin budget, software that
can be maintained, software that can be reusedhidf goal is met while
preserving the rights of the developers and custentben the process is a
success.



It may be necessary to produce something othergbfiware in order to
eventually produce the software that is our gadamay also be necessary to
produce some artifact that acts to support theveoé that is our goal. However,
such intermediate artifacts are not the goal ofgieeess. They are, at best, a
means to an end. They also represent a cost. A gamess will decrease the
demand for such intermediate artifacts to the hgq@ssible minimum.

When constructing a process from the RUP framewadvkays remember
to keep your eye on the goal. It is far too easypdcome focused upon the
intermediate artifacts and to forget that our gedhe production of software.

EXERCISES

|. Speak on the following matters:

1.What are we afraid of while executing the prdect
2. The fundamental workflows of RUP.
3. The goal of a software process.

[I. Translate the following word combinations in Russian:

wrong product; inferior quality; break commitmenksgve fun; previous
projects; common shape; intermediate artifactsredse the demand; keeping
track of all the different versions; project managat; roll out the project;
throughout the lifetime of the project; within buedgto keep your eye on the
goal; far too easy; preserve the rights of the bgpers and customers.

[Il. Topics for Essays oral or written reports:

1. What problems have accompanied the computetutwo?

2. Of all advantages that the computer has brotagytiie modern world,
which is the most beneficial?

3. Describe the invention that has had the greatfistt on the 20
century.

4. Computer — a God'’s gift or a Devil’s toy?

5. If I were the inventor of computer ...

IV. Read and translate the text with a dictionary:

TEXT B. RIGHTS

You, gentle reader, are most probably a softwagneer. You are a
software engineer because you like to write compptegrams. You derive
enjoyment and fulfillment from writing high qualityoftware that serves your
customers and employers well.



However, in order to do your job well, you havetagr rights and needs.
Ron Jeffries — and Kent Beck outlined these rigistéollows:

The Developer Bill or Rights

* You have the right to know what is needed, viarcteguirements, with
clear declarations of priority.
* You have the right to say how long each requirenvailittake you to
Implement, and to revise estimates given experience
* You have the right to accept your responsibilitregead of having them
assigned to you.
* You have the right to produce quality work at atiés.
* You have the right to peace, fun, and productiveeamoyable work.
Some of you who are reading this text are custoratthe developers.
Most likely you are project or product managers wieed the product that the
developers are producing. You too have certaintsigind needs. Kent Beck
outlined these rights too:

The Customer Bill of Rights

* You have the right to an overall plan, to know wbah be accomplished,
when, and at what cost.

* You have the right to see progress in a runningegysproven to work by
passing repeatable tests that you specify.

* You have the right to change your mind, to sub&itunctionality, and to
change priorities.

* You have right to be informed of schedule changetme to chose how
to reduce scopeo restore the original date.

These bills of rights are profound documents. If soald find a way to
guarantee these rights, our fears would be grelattynished. It is the job of a
software process to provide that guarantee. Angge® that violates or ignores
one or more of these rights, is doomed td fail

Notes:

! to reduce SCOpe eoKpaTHTh MOJIE JESTEIBHOCTH;
?is doomed to fail -eGpeuen Ha mpoBai.

V. Read the text and give brief characteristics ofeach value
connected with the process.

TEXT C. THE VALUE SYSTEM

A process achieves its ends by promoting certalnega Practices that
support those values are compatible with the psod@&sactices that violate those



values are rejected from the process. The valusswb hold to are ages old.
Kent Beck names them: Communication, Simplicityedizack, and Courage.

Communication

Most of the bad things that can happen to a progeetthe result of
miscommunication. If a project is late, it is besauthere was a
miscommunication between those who managed thedskgheand those who
executed the schedule. If the quality of the prodsidow, it is because of a
miscommunication between those who needed the tguand those who
ensured it was present.

A good process facilitates communications. It pdegi the channels
between the parties that need to communicate, radidates the form, purpose
and goal of that communication. Communication taplese between people,
documents are secondary.

Simplicity

A process that is too complex will fail. Simplicitg a value to be
intensely defended, both in our software, and in mocess. We will not add
activities or artifacts to our processes unlessnibed for them is critical. We
will regularly sweep through our processes and ramaccumulated
complexity. Anything that cannot be completely ifistl, is eliminated. A
process description should always look too small.

Feedback

If we try to do too much without checking our résulve will fail. Thus,
we value small steps, where each step is testedcimuracy before taking the
next.

A good process uses a method similar to that ofsthentific method.
Every step is at first nothing more than a hypathdsvery hypothesis is tested
by physical experiment. When enough experiments Hasen performed to
establish the hypothesis as correct, the nextcatefbe taken.

Courage

Alistair Cockburn says that a process can have setpnd order effects.
First order effects are due to the people.

Of all the values, this is the most important. & are to be successful, we
must still have the courage to put our faith ingdecas opposed to a process.
The moment we come to believe that a process is imgrortant to success than
the people who execute it, is the moment we consigrprojects to failure.

Thus, when we define a process, we must take gras¢ not to
dehumanize it. It should protect us from the magical of failures. It should
remind us of the most important activities. It sldoastablish the fundamental
rules. But it should not and, and indeed cannattgat us from every possible
human failing.



When building a process, depend upon people inyamstance where the
risk is acceptable. The cost of a few uncorrectaderitical human errors is less
than the cost imposed by a process that trieseteept them.

TEXTS FOR SUPPLEMENTARY READING
MASTERS OF INVENTION

Their Computers Have Changed the Way We Work and Rly

Computers are everywhere. You can use a computerite a letter,
design a house, draw a picture or exchange messatiesomeone around the
world.

But it wasn’'t too long ago that computers could yombork math
problems. Those machines cost millions of dollaasd only a few huge
companies had them. Now, more than a third of alb.Uamilies have a
computer at home.

Computers have changed the way we live. The InfoomaAge has
jumped on the Information Super-highway. Meet sahthe men who made it
possible.

Charles Babbage (1792-1871)

The Englishman designed the first modern digitahpoter, but he never
built it. He did build other useful devices, thougitluding a submarine

English mathematician Charles Babbage designed fitlse modern
computer in the 1830’s. He called it an analyteradine.

If Babbage had been able to get enough money td the computer the
analytical engine would have been as big as a lotom

Charles Babbage was born the day after Christmag9&. As a child, he
liked to take toys apart to see how they were me@doved to work with math
problems. He eventually became a professor at Qdg#rUniversity in
England.

Babbage could be mean, and he sometimes yelledeaplep who
disagreed with him. But he had a brilliant mind.dddition to designing the
forerunner of today’s digital computer, Babbageemed a railroad signal
system, a device for examining eyes, a submarideaaystem of flashing lights
for lighthouses.

During the 70 years following Babbage’'s death in71L,8computer
scientists improved on Babbage’s original idea.



Howard Aiken (1900-1973)

He built the Mark I, the first working digital comer. A brilliant
inventor, he was not a good fortune-teller. Saiékefi in 1947: “There will
never be enough problems, enough work for more than or two of these
computers

In 1944 Harvard University physicist Howard Aikeuailb the forerunner
of today’s computer.

Aiken’s Mark | was the first working digital binargomputer. It used
thousands of electrical switches that clicked o @fi to compute data. When it
was running, the switches sounded like the clickihgnitting needles.

Howard Aiken grew up poor in Indianapolis, Ind. kiEd to work his way
through school, but he made it through Harvard.

Aiken like Charles Babbage, had a prickly persapalMWhile his
computer, the Mark I, was being built, he drovewekers like slaves.

For 16 years the Mark | was used to solve the cermptjuations needed
to aim the U.S. Navy’s big guns. But it was muabwsdr than later computers,
which use electronic components instead of switches

Bill Gates,
The Software King

Bill Gates (born in 1955) created the first softear the programs that
help personal computers process different inforamatiAs founder of Microsoft,
heis now one of the richest men in America

Most of the computers in the world use softwaresnted by Bill Gates,
the founder of Microsoft Inc. of Redmond, Wash. tsafe is the set of
programs that make computers — whether busingsersonal - perform various
tasks.

Gates was born in Seattle, Wash., in 1955. As a beywas bright and
curious. He was active in Scouting, reaching Lit®8 rank in Troop 186. He
especially loved hiking, camping and other outdmdwentures.

But Gates was obsessed with computers. While aestudt Harvard
University in 1975, Gates and a friend, Paul Allegleveloped a computer
language for an early version of the personal cderpMicrosoft was born.
Gates went on to develop operating systems, suiS&OOS, and software
programs.

Thanks to Microsoft, Gates is now one of the ritimsn in America. He
is worth more than $ 8 billion.

A technical wizard and a fierce business competit@ates sees great
things ahead for computers. He says they “areyremling to change a lot of
things in the world — the way we work, the way waypand entertain ourselves
and even the way we are educated”.



The binary number system

Early digital computers inspired by Howard Aikemgark | were huge,
sometimes filling an entire room. That was becdhseasands of switches were
needed to computer his binary number system.

In the binary number system, only two digits areogmized by the
computer:0 when a switch is off, and when the switch is on. Different
combinations of those two digits can representghaods of letters and numbers.

The binary number system is still used in today@mputers. The
difference is that the thousands of electrical gvas have been replaced by one
tiny, solid-state chip that does the translatiolesteonically. That's why your
computer only fills up part of your desk, not yaunole bedroom.

Computers in our life

Microsoft's Bill Gates and other computer expeew great things ahead.
Now you are able to sit at your computer and sgl-fuality video sent from
any place on earth.

They predicted you would also have a wallet-sizsq®al computer, and
you would be able to store photographs, pay lgks$,the news, send messages,
see movies and open locks with digital keys.

At home on your TV-size PC you are able to seetalkdwith friends in
other states, get medical advice, check magaztretesrand pictures in a far off
library and order a pizza.

A computerized control system can regulate yountiigy, temperature
and security system.

Big dreams have come true.

But engineers and scientists go on working.

TO YOURHEALTH

Can all this computing be good for you? Are themg anhealthy side
effects? The computer seems harmless enough. Hdvedmait be, sitting in a
padded chair in climate-controlled office?

Health questions have been raised by the peopleswladi day in front of
the video display terminals (VDTs) of their compsteAre computer users
getting bad radiation? What about eyestrain? Andtvabout the age-old back
problem, updated with new concerns about workers did their hands over a
keyboard? What about repetitive-action injury alsmwn as carpal tunnel
syndrome? What about the risk of miscarriage?

Unions and legislators in many communities contitbmgush for laws
limiting exposure to video screens. Many manufastinow offer screens with
built-in protection.



Meanwhile, there are a number of things workers a@arto take care of
themselves. A good place to begin is with an ergoocally designed
workstation. Ergonomics is the study of human fexctelated to computers. A
properly designed workstation takes a variety otdes into account, such as the
distance from the eyes to the screen and the ahghe arms and wrists.

Experts recommend these steps as coping mechanisms:

e Turn the screen away from the window to reduceegland cover your
screen with a glare deflector. Turn off overheayhtl; illuminate your
work area with a lamp.

* Put your monitor on a tilt-and-swivel base.

» Get a pneumatically adjustable chair. Positionsist back so your lower
back is supported.

* Place the keyboard low enough to avoid arm armvamst fatigue. Do
not bend your wrists when you type. Use an inexpensaised wrist rest.
Do not bend your wrists when you type. Use an ieespre, raised wrist
rest. Do not rest your wrists on a sharp edge.

» Sit with your feet firmly on the floor.

» Exercise at your desk occasionally rotating youistyrrolling your
shoulders, and stretching. Better yet, get up aatk @wround at regular
intervals.

GENERATIONS OF COMPUTERS

From the 1940s to the present, the technology tesbdild computers has
gone through several revolutions. People sometimpsak of different
generations of computers, with each generatiorgusidifferent technology.

The First Generation. First-generation computers prevailed in the 1940s
and for much of the 1950s. They used vacuum tutresalculation, control, and
sometimes for memory as well. First-generation mmeeghused several other
ingenious devices for memory. In one, for instanermation was stored as
sound waves circulating in a column of mercury.

Vacuum tubes are bulky, unreliable, energy consgmand generate
large amounts of heat. As long as computers werk down to vacuum tube
technology, they could only be bulky, cumbersonme, @xpensive.

The Second Generation.In the late 1950s, the transistor became
available to replace the vacuum tube. A transistdich is only slightly large
than a kernel of corn, generates little heat anolysriong life.

At about the same time, the magnetic-core memorg wé&oduced.
Electric currents flowing in the wires stored infa@tion by magnetizing the
cores. Information could be stored in core memaryetrieved from it in about
a millionth of a second.

The Third Generation. The early 1960s saw the introduction of
integrated circuits, with incorporated hundredgrahsistors on a single silicon
chip. The chip itself was small enough to fit o thnd of your finger; after



being mounted in a protective package, it still {gdofit in the palm of your
hand. With integrated circuits, computers could rbade even smaller, less
expensive, and more reliable.

Integrated circuits made possible minicomputerfletap computers
small enough and inexpensive enough to find a pladke classroom and the
scientific laboratory.

In the late 1960s, integrated circuits began toubed for high-speed
memory, providing some competition for magneticeconemory. The trend
toward integrated-circuit memory has continuedluotiay, when it has largely
replaced magnetic-core memory.

The most recent jump in computer technology cank thie introduction
of large-scale integrated circuits, often refer@dimply as chips. Whereas the
older integrated circuits contained hundred of drstiors, the new ones contain
thousands or tens of thousands.

It is the large-scale integrated circuits that magessible the
microprocessors and microcomputers. They also madesible compact,
inexpensive, high-speed, high-capacity integraiedt memory.

All these recent developments have resulted in @&raprocessor
revolution, which began in the middle 1970s andvitiich there is no end in
sight.

The Fourth Generation. In addition to the common applications of
digital watches, pocket calculators, and persorahputers, you can find
microprocessors — the general-purpose processaraimpg — in virtually every
machine in the home or business — microwave owaars, copy machines, TV
sets, and so on. Computers today are hundred smefler than those of the
first generation.

The Fifth Generation. The term was coined by the Japanese to describe
the powerful, intelligent computers they wantedbigild by the mid-1990s.
Since then it has become an umbrella term, encamgamany research fields
in the computer industry. Key areas of ongoing aede are artificial
intelligence (Al), expert systems, and natural laage.

THE EARLY YEARS

Until the late 1970s, the computer was viewed agasive machine that
was useful to big business and big government buttan the general public.
Computers were too cumbersome and expensive featpriuse, and most
people were intimidated by them. As technology aded, this was changed by
a distinctive group of engineers and entreprenains rushed to improve the
designs of then current technology and to find wayanake the computer
attractive to more people. Although these innowaiwir computer technology
were very different from each other, they had a mom enthusiasm for
technical innovation and the capacity to foreseepibtential of computers. This
way a very competitive and stressful time, anddhly people who succeeded



were the ones who were able to combine extraorgliragineering expertise
with progressive business skills and an abilitjot@see the needs of the future.

Much of this activity was centered in the Silicoraly in northern
California where the first computer-related compaiag located in 1955. That
company attracted thousands of related busineasdsthe area became known
as the technological capital of the world. Betwd®81 and 1986, more than
1000 new technology-oriented businesses started.tAéthe busiest times, five
or more new companies started in a single week. Siheon Valley attracted
many risk-takers and gave them an opportunity tiw¢hn an atmosphere where
creativity was expected and rewarded.

Robert Noyce was a risk-taker who was successftil Be an engineer
and as an entrepreneur. The son of an lowa mintstewas informal, genuine,
and methodical. Even when he was running one of riwest successful
businesses in the Silicon Valley, he dressed inddignand his office looked like
everyone else’s. A graduate of the Massachusedtiute of Technology (MIT),
he started working for one of the first computdated businesses in 1955.
While working with these pioneers of computer eegiting, he learned many
things about computers and business management.

As an engineer, he co-invented the integrated itinsnich was the basis
for later computer design. As a businessman, Noge®unded Intel, one of the
most successful companies in the Silicon Valley #@mel first company to
introduce the microprocessor. The microprocessir loecame the heart of the
computer, making it possible for a large computeteam that once filled an
entire room to be contained on a small chip thalccde held in one’s hand.
The directors of Intel could not have anticipatdue teffects that the
microprocessor would have on the world. It madesiids the invention of the
personal computer and eventually led to the birthtlmusands of new
businesses. Noyce’s contributions to the developroéithe integrated circuit
and the microprocessor earned him both wealth ante fbefore his death in
1990. In fact, many people consider his role tmbe of the most significant in
the Silicon Valley story.

HACKERS OF TODAY

Hackers, having started as toy railroad circuitgsigners in the late
fifties, are completely new people now. Once turteedomputers, they became
gods and devils. Nowadays holders and users oMirdd Wide Web hide their
PCs under passwords when the keyword «hacker»aislh&/hen and how did
this change take place? Why are we so frighteneldaaker The Mighty and
The Elusive?

One of the legends says that hackers have chamgkt the influence of
«crackers» — the people who loved to talk on thenphat somebody else’s
expense. Those people hooked up to any number rgoged the pleasure of
telephone conversation, leaving the most fun -s billfor the victim. Another



legend tells us that modern hackers were born wherew computer game
concept was invented. Rules were very simple: tamputer programs were
fighting for the reign on the computer. Memory,kdspace and CPU time were
the battlefield. The results of that game are twoumber and are well known:
hackers and computer viruses. One more storyttelisthe «new» hackers came
to existence when two MIT students that attendedAthLab found an error in a
network program. They let people, responsible e network, know but with
no result. The offended wrote a code that complgiatalyzed the network and
only after that the error was fixed. By the waypdé students founded The
Motorola Company later.

Today, when the Internet has entered everyone’sénhthere’s no shield
between a hacker and your PC. You can passwordgibwp, but then either
hackers will crack your PC anyway or nobody willteanyour site, because
passwords kill accessibility. If your PC is easyatiess no one can guarantee
what’ll happen to your computer — hackers, you kriogam.

Monsters? Chimeras? Not at all! Every hacker isiiamdn being and has
soft spots: good food, pretty girls or boys (it paps both ways), classical
music, hot chocolate at the fireplace, apple pi&onday. Hacker is first of all a
connoisseur, a professional with no computer semrebf his experience. And
what is the application for skills depends on hignd, and Holy Spirit.

VIRTUAL REALITY

One of the most exciting new areas of computerarebes virtual reality.
Having been featured in TV sitcoms as well as putaievision documentaries,
virtual reality is merely an ambitious new style afmputer interface. Virtual
reality creates the illusion of being in an artdicworld — one created by
computers.

Virtual reality visitors strap on a set of eyephend-D goggles that are
really individual computer screens for the eyegphg on the rest of the gear
allows you not only to see and hear, but also teesgour voyage. The world of
virtual reality has been called cyberspace, a caenpenhanced fantasy world in
which you move around and manipulate objects to yand’s content.

When you move your heard, magnetic sensors insthecicomputer to
refocus your eye phones to your new viewpoint. Ssusurround you, and a
fiber-optic glove allows you to «manipulate» whatysee. You may seek out
strange new worlds, fight monsters in computer cmbr strap yourself into
the seat of a Star Wars-type jet and scream thrayblerspace, blasting all
comers to oblivion (computer oblivion, at least)r, Qvith your stomach
appropriately settled, you might even try out thestmncredible roller coaster
ride you will ever take in your life.

For the disabled, virtual reality promises a nemf@f freedom. Consider
the wheelchair bound paraplegic child who is sutidahle to use virtual reality
gear to take part in games like baseball or baaketResearch funded by the



government takes a military point of view, inveatigg the possibility of
sending robots into the real conflict while humasinigs don cyberspace gear to
guide them from back in the lab.

ISIT POSSIBLE TO CREATE PERFECT
VIRTUAL REALITY?

Human beings have always been seeking for a batiee to live, better
food to eat, better people to meet. The wise hareladed that there’'s no
perfection itself. Human’s brain identifies reallty its imperfection. And thus,
the attempts to create ideal world turned to angathe world alike reality —
virtual reality.

On the first stage, when technology wasn't so dsed, virtual reality
models just presented the essence of the currenegses. But along with the
development of technology and science a real wanddlel is quite similar to
our life. It's still something alike, a copy buttnmerfect. Copying itself isn’t an
example to follow, but this way we may explore timverse more carefully. So
what are the problems of creating perfect virteallity- cyberspace where you
can’t say whether it's cyberspace or not?

One of the difficulties is that it doesn’t look ékeality. We can’t present
the needed number of colors, the full palette oy ean catch. We can't
introduce shades that really look like shades lmxdle rendering algorithms
we have are huge and approximate. And it's stitl passible to show such a
movie in real time.

If we'd like just to imitate the movements of malées, which are easy to
be programmed, and this way to model the realggjra we have a great wall to
be stepped over. Our knowledge of micro world i®rpand even though
Einstein himself worked at the Uniform Field Theaityis still uncompleted. On
the other hand, the molecules are so many thatrgmoging a single cell, let
alone even an insect, is the work of life for huatdr of programmers. Nobody
can imagine the difficulty of virtualization of auman being. To model the
universe we should create another one.

There are tasks to be solved before we can cr&tea&ceptable virtual
reality: e.g. the speed of processing, fractal rtigms for rendering, quark
mechanics and so on. But has anybody thought ofestiing a computer to
human’s brain and clipping the images you and yemgestors have seen to
present for someone else, or maybe using the asilogland data processing
capabilities of the cortex? By the way, the proa#sseeing, hearing, smelling,
and feeling the world is just a bunch of electignals entering the brain. May
be, the answer is here, and the distance is nounlaecomplished technical
achievements, but ideas, strategic decisions, swary projects like the Head



Of Professor Dowel. Will there be the final stepcteate perfect virtual reality?
Let’s see.

THE LANGUAGE OF E-MAIL

E-mail is the simplest and most immediate functodrthe Internet for
many people. Run through a list of questions tleat a-mail users ask most and
some snappy answers to them.

What is electronic mail? Electronic mail, or e-mail as it's normally
shortened to, is just a message that is composed,and read electronically
(hence the name). With regular mail you write owiury message (letter,
postcard, whatever) and drop it off at the posiceff The postal service then
delivers the message and the recipient reads mal-operates basically the
same-way except that everything happens electribnicéou compose your
message using e-mail software, send it over thes lthat connect the Internet’s
networks and the recipient uses an e-mail progoaredd the message.

How does e-mail know how to get where it's goingEverybody who'’s
connected to the Internet is assigned a uniqueilkaddress. In a way, this
address is a lot like the address of your housapartment because it tells
everyone else your exact location on the Net. Sor@®who wants to send you
an e-mail message just tells the e-mail progranagipropriate address and runs
the Send command. The Internet takes over frometlamd makes sure the
missive arrives safely.

There is a set of guidelines which are known asquette (network
etiquette). These guidelines offer suggestionshendorrect interact with the
Internet’s users.

» Keep your message brief and to the point and maileeyou clear up any
spelling slips or grammatical gaffes before shigptrout.

» Make sure the Subject lines of your message amlei@ktenough so they
explain what your message is all about.

* Don’t SHOUT by writing your missives entirely in pgrcase letters.

» Don't bother other people by sending them test agess If you must test
a program, send a message to yourself.

Is e-mail secure?In a word, no. The Net's open architecture allows
programmers to write interesting and useful neverimt services, but it also
allows unscrupulous snoops to lurk where they doalbng. In particular, the e-
mail system has two problems: it's not that hardsfameone else to read your e-
mail, and it's fairly easy to forge an e-mail adslrelf security is a must for you,
then you’'ll want to create an industrial strengthsgword for your home
directory, use encryption for your most sensitiveessages, and use an
anonymous remailer when you want to send somethecagnito.



PROGRAMMING LANGUAGES
FORTRAN & PL/1

FORTRAN. FORTRAN is an acronym for FORmula TRANSslation.dt i
a problem oriented high level programming langudge scientific and
mathematical use, in which the source program igemrusing a combination of
algebraic formulae and English statements of adstahbut readable form.
FORTRAN was the first high level programming langealt was developed in
1954, and was designed to easily express mathexh&dienulas for computer
processing. There were several versions of FORTRRAMN most popular and
used is FORTRAN-4.

A FORTRAN program consists of data items, execetathtements and
non-executable statements. The program is struttoreegments which consist
of a master segment and optional function segnardssubroutines.

Data items in FORTRAN are either variables or camist, and are
assigned alphanumeric names by the programmer.p&rolisimilar items of
data can be processed as arrays, or tables ofidagach case the individual
items are defined by their position or referencthiwithe array by naming the
array followed by one or more subscripts.

PL/1. PL/1 was introduced in 1964. It was developed ageneral-
purpose programming language, incorporating feattn@m both COBOL and
FORTRAN. PL/1 is used primarily on large mainframé&d. /1 stands for
Programming Language 1. Commercial applications ROD with their
emphasis on efficient handling of large volumes dafta have led to the
development of languages with sophisticated I/Qlifi@s; scientific problems
(FORTRAN) with their emphasis on rapid definitiom®d descriptions of
complex problems have led to the development ofhlfigsophisticated
algorithmic languages while neglecting the datadliag aspects.

PL/1 aims at combining the problem-solving faciligf scientific
languages with the data-handling capabilities ehmercial languages, in order
to meet the needs of increasingly mathematical cercia analysis and
increasingly large volumes of data being processestientific routines.

Among the more important features of PL/1 are ttlewing:

1. The language is modular in structure. This mehatthe user needs
only master the set of facilities necessary for prisgramming needs. More
complex problems can use more extensive subséte ddnguage.

2. The language has a «default» feature by whicaryewerror or
unspecified option is given a valid interpretatitmys minimizing the effects of
programming errors.

3. The language structure is «free form». No spedtuments are
needed for coding, since the significance of edatesent depends on its own
format and not on its position within a fixed franwk.



PL/1 is much less sensitive to the peculiaritiegshef hardware than the
machine language. This makes it possible to ussdh®e program on different
types of computers.

ALGOL

ALGOL was developed as an international languagé¢hi® expression of
the algorithms between individuals, as well as@mmming language. It was
introduced in the early 1960s and gained populamnit¢urope more than in the
United States.

ALGOL is an acronym for ALGOrithmic Language. It & problem
oriented high level programming language for mathigral and scientific use,
in which the source program provides a means ohitef algorithms as a series
of statements and declarationsifcanuii) having a general resemblance to
algebraic formulae and English sentences.

An ALGOL program consists of data items, statemamis declarations,
organized in a program structure in which statesmere combined to form
compound statements and blocks. Ingredients of AhW&OL, namely,
characters, words, expressions (data items), statsmand declarations are
really the hierarchical ingredients, because wardsmade from combination of
characters, expressions are composed of groupsroswand statements consist
of combinations of expressions.

Declarations used in ALGOL provide the compiler hwihformation
about quantities appearing in the program. The e<tyeclaration» is used to
specify whether a variable is an integer, a reatlmer or a Boolean variable.

ALGOL was originally known as IAL or Internationaflgebraic
Language. Improvements and modifications are Iséiihg offered. There were
some versions of ALGOL, the most known of them eALGOL 60 and
ALGOL 68.

COBOL

COBOL is an acronym for Common Business Orientedguage. It is
internationally accepted programming language dagpesl for general
commercial use. COBOL is a problem oriented higielléanguage in which the
source program is written using statements in Bhgli

A COBOL program is written in four divisions: Idéitation Division,
Environment Division, Data Division, Procedure Bian. The ldentification
Division contains descriptive information that idées the program being
compiled. The Environment Division deals with thpegification of the
computer to be used for operating the object prograncluding such
information as the size of memory, the number gietalecks KommuekTs
nepdorenr), printers and other peripheral devices that viof used; a
description of the computer to be used for comgilime source program is also



given here. The Data Division is used to allocateels to all units of data on
which operations are to be performed. All input antput files are defined and
associated with the peripheral units to be usediriput and output. The

Procedure Division gives the step-by-step instandtinecessary to solve the
problem. These steps are specified by means otigtgins expressed in English
statements which can be recognized by the compitel translated into a

sequence of machine code instructions capableiof hsed by the computer to
solve the problem.

The advantages of using COBOL are that it is nedditi sSimple to learn,
and programs can be quickly written and testedgmammers can easily
understand programs not written by themselves, d&hds associated
documentation can be simplified; and programs @anded on other machines,
within the limitations noted above.

The disadvantages are: 1) the relative inefficienicthe resulting object
program as compared with a program written in maehiode or machine
oriented language and 2) the lack of flexibilityposed by the restrictions on the
type of instructions and methods for performing ragjens in a highly
standardized language.

BASIC & PASCAL

BASIC was developed in 1965 and stands for Beginnersputibose
Symbolic Instruction Code. It is a programming laage designed for solving
mathematical and business problems. BASIC was mailyi developed as an
interactive programming language for time-sharimglarge mainframes. It is
widely used on all sizes of computers and has becextremely popular on
microcomputers.

There are many different versions of BASIC ava#gabVith limited
versions running on small hand-held computers. BA& available in both
compiler and interpreter form, the latter form lgemore popular and easier to
use, especially for the first-time programmer.rterpreter form the language is
conversational and can be used as a desk calculataddition, it is easy to
debug a program, since each line of code can bedtese at a time.

BASIC is considered to be one of the easiest progriag languages to
learn. For simple problems BASIC programs can héemr «on the fly», at the
terminal. However, complex problems require prograng technique, as in any
conventional programming language. Since BASIC dumsequire a structured
programming approach, like PASCAL, and since th&e no inherent
documentation in the language, as in COBOL, BASI@mms can be difficult
to decipher later if the program was not coheretdgigned.

BASIC is used almost universally. There is no o#&SEC language, but
something like 90 different versions or dialecteiwever, all have certain
common features that make it easy to use any vewioe the fundamentals are
mastered. Since BASIC is job and human orientedaninot be understood by



the computer as written, but must go through thermediate step of a compiler
or interpreter, as was said above. As far as tlogrammer is concerned, it
makes very little difference whether a compilemberpreter is used.

PASCAL. PASCAL is a general-purpose high level programming
language. It is named after the famous French matieian, Blaise Pascal,
who in 1642 designed and built the first mechanieddulator, the «Pascaline».
PASCAL is noted for its simplicity and structuredogramming design. It is
available as both a compiler and an interpreter.

PASCAL was proposed and defined in 1971, and gapwgallarity in
universities and colleges in Europe and the Un@é&ates. It was later revised
and appeared as standard PASCAL in 1975. Its pahdeatures were on
teaching programming and on the efficient impleragan of the language.

PASCAL may be considered a successor to ALGOL-6fimfwhich it
inherits syntactic appearancas{rakcuueckue npusnaku). The novelties of
PASCAL lie mainly in extensive data structuringifidies such as record, set
and file structures. It also affords more sopha&&d control structures suitable
to structured programming.

An algorithm of a computer program consists of tegsential parts: a
description of actions which are to be performed| a description of the data,
which are manipulated by these actions. Actionsdascribed by statements,
and data are described by declarations and defusiti

ADA & C

ADA is a high level programming language. It is a PA&dased
language, but much more comprehensive than PAS@&ing designed for
both commercial and scientific problems. ADA is @anpiler language which
can be compiled in separate segments and is natedtd multitasking
capabilities.

ADA was named after Augusta Ada Byron (1815-18%Jghter of the
English poet, Lord Byron.

C is a high-level structured programming languadeisla compiler
language too which is noted for its ability to hendonditions that normally
would have to be written in an Assembly Languagen& operating systems are
written in C.

ARTIFICIAL INTELLIGENCE

«Atrtificial intelligence> is a metaphoric figure of speech designating an
entire scientific trend which includes mathemansialinguists, psychologists,
engineers, and many other specialists. The essehcthis trend is the
intensification of man’s creative activities witietaid of computers.

Artificial intelligence (Al) is machine intelligerc It refers to applications
of the computer which, in operation, resembles huméelligence. There are



different categories of uses which all fall intetAl area. For example, robots
or machines with sensory capabilities which detaat recognize sounds,
pictures, etc., are one category. Another categoinowledge based systems,
which contain a base of knowledge about a subjedtcan assist us in solving
problems. Knowledge based systems being developsd the experience of

human experts are called expert systems and céorpesuch tasks as medical
diagnoses. Al will encompass many areas that hat/been easily solved using
traditional hardware and software.

Al will be incorporated into 8-generation computer systems. Then the
average computer system should not require useesrtember a lot of complex
codes or commands. Rather, the user should ask y@ahelp me with this
type of problem?» The master control program oratpeg system will be able
to direct the user to the appropriate expert systerough questions and
answers.

Al programming is not magical; it does however iynplchange in rules
and methods for the traditional application progran Normal application
programs follow a fixed algorithm: if this — do thaGiven a set of input
conditions, the output can be precisely determidddequires program design
with more imagination. New methods of program orgaton and construction
must be developed. Al programs may require theafideeuristic techniques,
which are exploratory in nature and use trail amdranethods. Al programs are
often programmed in the LISP programming languaghich allows the
program designer to concentrate on the problemysplogic more effectively
than common languages like BASIC and COBOL.

It is impossible in principle to develop an artificintelligence as it is
sometimes understood literally, because the humain ks a very sophisticated
system composed of tens of billions of interconeéctells. Each cell is
extremely complex in itself. A rather probable hifysis says that an individual
cell processes the signals penetrating it like mpder. Therefore, even the
most sophisticated machine we may imagine cannemn é&e compared to the
brain. Man created the machine to fulfill his owequirements. A machine
cannot have either human feelings, desires or ematiCan anyone imagine a
machine in love with someone? And what about thpeegnce a person
receives during his life in society through dealatiggthe time with purely human
problems? A machine, in general, cannot think egitbgically or figuratively.

But nevertheless, the research trend of artificisdlligence will acquire
ever greater importance as time goes by, becaag@mdlgramming and technical
means of artificial intelligence will ensure us thie opportunity to associate
directly with the machine without the aid of a hugewd of engineers,
economists, biologists, chemists, and many otheciapsts. The question of Al
acquires special importance for economic plannimgl ananagement. In
conditions when production is becoming automateahagement must become
automated as well.

One of the trends in Al now being intensively deywsd is to design so-
called thinking robots, capable of a certain amaimbdependent activities.



The model of creative processes in computers gartle to the term
«artificial intelligence». But that doesn’t meamtihe computers possess it. The
«intelligence» has been packaged in it by an expdrd developed the
programme for solving some practical creative poblMan differs from the
machine in that he does not simply fulfil the pegs stored in his memory, but
also develops them himself, depending on the daalsg him.

COMPUTER ASIT IS

The word «computer» comes from a Latin word whiagans to count. A
computer is really a very special kind of countingchine.

Initially, the computer was designed as a tool tmipulate numbers and
thus solve arithmetic problems. Although designedjimally for arithmetic
purposes at present it is applicable for a grea¢tyaof tasks.

Nowadays computers are considered to be complicatadhines for
doing arithmetic and logic. The computer may bdestdo have become an
important and powerful tool for collecting, recardj analyzing, and distributing
tremendous masses of information.

Viewed in the contemporary scene and historicalsyestive the
computer simulates man. Indeed, two important andhiy visible
characteristics of man are his intelligence andabisity to perform and control
his environment.

As already stated, originally computers were usedy dor doing
calculations.

Today it would be difficult to find any task thadlts for the processing of
large amounts of information that is not perforniwda computer. In science
computers digest and analyse masses of measurerseatsas the sequential
positions and velocities of a spacecraft and saw&aordinary long and
complex mathematical problems, such as the trajeatd the spacecraft. In
commerce they record and process inventories, paesh bills, payrolls, bank
deposits and the like and keep track of ongoinginegs transactions. In
industry they monitor and control manufacturinggasses. In government they
keep statistics and analyse economic information.

Although accepted for different purposes computetaally do not differ
in structure.

Any computer is, architecturally, like any othemguuter. Regardless of
their size or purpose most computer systems coofsteree basic elements: the
input-output ports, the memory hierarchy and thered processing unit.

Modern computers and microelectronic devices hateracted so closely
in their evolution that they can be regarded astuaily symbiotic.
Microelectronics and data processing are linked.

Today the hardware in data-processing machines uit lout of
microelectronic devices. Advances in microelecttodievices give rise to
advances in data-processing machinery.



As previously pointed computers today are providangexpanding range
of services to rapidly growing pool of users. Stetilities could make our lives
easier, and indeed they already enhance the preijctyet a bottleneck
remains which hinders the wider availability of Bigystems; this bottleneck is
the man-machine communication barrier.

Simply put, today’s systems are not very good ahroanicating with
their users. They often fail to understand whatirtbsers want them to do and
then are unable to explain the nature of the miststdnding to the user.
Communication with the machines is sometimes tigresaming. What are the
causes of this communication barrier?

One of the most important causes of the man-mactememunication
barrier is that an interactive computer system dgiy responds only to
commands phrased with total accuracy in a highdyricted artificial language
designed specifically for that system. If a usalsféo use this language or
makes a mistake, however small, an error messdljje response he can expect.

BIG PROBLEMS REQUIRE BIG COMPUTERS

The expanding role of the macro computer is duthéoever-increasing
number of applications that transcend the capgdsilibf micros and minis.
Certain real time problems — such as the preparatonch, and guidance of a
space vehicle or satellite, for example, requirglians of calculations for each
external stimulus, with response time of only oméveo seconds at the most.
The large on-line databases required to solve spadblems and the
interdependent nature of the calculations can balled only by the huge
memory capacities and high throughputs of largéesoamputers.

Other problems are so complicated that milliondytes of high-speed
storage are necessary to fully describe them ahda gbhem in time for the
answers to be useful. A weather-prediction modet asther complex
simulations are cases in point.

For example, if weather prediction is to be possibbuntless factors such
as wind currents, solar effects, and even planetamyfiguration must be
calculated, correlated, and simulated. Similar [mois are involved in the
mapping of ocean processes, and probing out ofem&rgy sources.

Large-scale computers are necessary to do the esmmiocessing,
necessary to create intricate electronic and phapdgc image from the coded
data sent by spacecraft and satellites.

In the realm of pure science macro computers mayday be used to
model and bring some order to the incredibly complealm of subatomic
particles.

Some complex problems can be split into pieceshamtlled by several
independent small computers or by a network of rasienected small



computers. But when a multiplicity of operations gnibe accomplished
simultaneously and/or where a high degree of dd&gration is necessary, the
only answer is a macro computer.

TESTING OF PROGRAMS

Testing computer software is a good idea. Whildtypnauch everybody
involved in building or using computer systems vabagree with this, software
riddled with hidden defects continues to be deploy@to production
environments. Testing is obviously not a novel id@a a number of vendors
sell testing methodologies and tools in pretty manl shape or form. So why
are we not more successful in creating bug-fregh-quality software?

The first-part of the answer lies in the expressikmgh-quality.
Before we can claim that a piece of software ikigh quality we need to define
what quality means to us. A high-quality systemwtianot have any defects.
We can define defects as deviations from the foneli specification. So if the
system behaves exactly like the specification waukhbe able to call it «high-
guality». What if the system functions as specifiedt not as expected? Also,
what do we call a system that functions as spekifiet is difficult to enhance
and maintain?

Apparently, «quality» and «testing» cover a longt lof possible
characteristics. We typically divide the list ofgte&rements for a system into
functional and non-functional requirements. Funaiorequirements define the
business functions the system needs to support-finartional requirements
(sometimes referred to as «ilities») define attesuthat relate to the operation
or maintenance of the system, such as scalabiyntainability, reliability, etc.
Likewise, we can divide our testing efforts intonétional tests and non-
functional tests. Functional tests verify functibrspecifications while non-
functional tests verify non-functional requiremenks addition to functional
specifications while non-functional tests verifynafunctional requirements. In
addition to functional tests, developers executéitesbox» unit tests to verify
individual code segments that may or may not bectly related to a piece of
functionality.

Even though requirements may be well defined aedctirrect approach
to testing is well understood, many projects sgelease buggy products. One
common reason is the perception that «we don’'t hawe to test more
extensively». This is usually the fact becausdarngdends to be the last phase
before the (firm) release data, and any slippagethm requirements or
development phases are compensated for by shagtdrertesting phase.



ACCEPTENCE TESTS

Your goal is to produce software that does whatdh&tomer asks for.
There are many factors that make this difficultefiéhcan be a gap between
what the customer thinks is clearly being expressatl your understanding of
their needs. Often, in the process of writing tbévgare, you discover issues
that were not made explicit. As the software evelibe customer thinks of new
requirements or wants to make adjustments to agiséquirements.

Let’'s assume that if you could figure out what atomer wants then you
could write the code to make it work. How can y@ushbire you understand what
a customer wants? You and your client try to captyour common
understanding in a sequence of activities callex@tance tests. The customer
should write these tests. That doesn’t mean tleatlient will be writing code.

Acceptance tests help the customer discover and dixeelopers
understand what is expected of a particular usey.stn XP', we look at user
stories as describing a conversation. They arehaod and fast requirement
documents. Acceptence tests are a way of askinguksmer how they will
determine that you have satisfied the goals ofifer story. As with all facets of
XP, a customer can add acceptance tests to a isttrgy think the costs of
doing so are justified.

Acceptance tests are more useful if they can benaated. You want to
be able to run the tests all the time. Acceptaasts tpoint you in the direction of
tasks that can be used to split the user stories. dbn’'t need to write your
acceptance tests before you write your productoateen the same way that you
write unit tests first. Acceptance tests will, haer focus your efforts on the
customer requirements.

Using the Fit framework for writing acceptance ses$tas two chief
advantages. First, customers are comfortable enough spreadsheets and
tables that they can write their own acceptances.t€&econd, the approach is
formal enough that developers can write the fixduret tie the tests to the code
being tested. In other words, with relatively éttivork on the part of customers
or developers, acceptance tests can be writtemusmdutomatically so that both
the customers and the developers can track thege®¢pwards completing user
stories.

THE FIT RFAMEWORK

There are four pieces to writing and automaticallpning acceptance
tests.



» First, the customer has to write the acceptands. testhe case of the Fit
framework, the customer will be creating tables anveb page using
either HTML? or a Wiki.

» Second, the developers will write the code thatesdke acceptance tests
pass. This is the shipping code that the developdisrelease to the
customers every couple of weeks.

» Third, the developers will need to write a littlé bf code that maps from
the tests the customers write to the applicationgosted. These fixtures
will extend classes in the Fit framework and wileecise the shipping
code according to the customer specifications.

* Finally, there needs to be a framework that patsesHTML or Wiki
tables and makes the appropriate calls in thefisdstes created in the
third step. These are provided by the Fit framewanll can be run from
the command line or remotely using scripts writteiRerl, Python, Ruby,
or other languages.

Notes:

1 XP — extreme programmingr{oco6 ormcanust toxymentos B WWW);

> HTML - Hypertext Markup Language skCTpemanbHOe
pOTrpaMMHUPOBAHUE);

*to parse [pa:z] -aenarh rpaMMaTHYECKHil WIM JIEKCHIECKHIl pa3top,
aHAJIN3UPOBATh;

* spreadsheet kpynHodbopmarHas Tabnua.

FUNCTIONALLY TESTING

Functionally Testing MIGHT BE:

* Installability Testing: Based on the following — can a product be
installed on a clean system, can it be installegr @/previous version of
itself, and can it be completely removed from aey® All of these can
have an effect on how a product functions.

» Reliability Testing: This kind of testing is based on how well a product
handles failures, data integrity and safety andursigc An extreme
example would be hospital software that monitopatent’'s heart rate —
if it doesn’t function correctly the patient’s lifeay be at risk.

» Scenario Testing:A test technique that combines a series of singaest
that may individually produce no bugs, but coleely may produce a
variety of problems.

Specification-Based TestingA specification is anything that comes with
the product — the box, the instructions, and argdme or help file. The



functionality of a product can be tested againss¢hspecifications — the simple
guestion can be asked, «Does it do what they shoitld?»

Functionally Testing IS:

* Black Box Testing: Ul and output are the focus of testing — not the
internal program structure, or code.

* Impacted by Testability: In order to test the functionality of a product, it
must be testable — it must be code complete, itt rmstall, and all
branches must be available. Any area that isn'tpdeta or cannot be
examined, obviously cannot be tested for functibnal

» Concerned with Features:Functionality is concerned with what works
and how it works — not necessarily why it works.isTincludes menu
items and Ul options.

But what does this all mean?

Does it mean that we're going to quickly click thgh a few areas of
obvious UI? Maybe.

Does it mean that we're going to check several nagtions, attempt to
follow every Ul link, and enter data when prompt&diietimes.

Does it mean that we're going to check all menuomgst, verify every link
and jump in Ul, enter a series of correct and irexirdata, and check against
expected results based on implicit and explicitcgmations, as well as user
experience? Could be.

Truthfully, functionality testing can be all of thebove, or one of the
above — based on the needs of the customer, amstitieeof the product.
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