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A. PLENARY SESSION. IUVIEHAPHA CECIA.

V1K 004.8:519.87:006.32

KoBaaeBcokuii C.B. ([Jonbacvra depocasna mawmunobyodisna akademis, m. Kpamamopcok-
Tepnoninw, Ykpaina).

XXIV MIZKHAPOJTHA HAYKOBA KOH®EPEHIIIAA «HEWMPOMEPEKHI TEXHOJIOI'TI
TA IX 3BACTOCYBAHHS - HMT3-2025.

Anomauia. Mamepian npedcmasinsic KOMNIEKCHUU HAYKOBO-AHANIMUYHUL 02180 CYYACHO20 CIAHY md
cmpameziuHux Nepenekmug po3eumky Hetipomepedxcnux mexnonoeiti 'y xoumexcmi XXIV Mixchapoonoi
Haykogoi koHgepenyii «Hevipomepeosichi mexuonocii ma ix zacmocysanus — HMTI3-2025». 'V mexcmi
CUCTNEMHO 0O0CTIOHCEHO (PYHOAMEHMANbHI, NPUKLAOHI, KOSHIMUGHI, OCEIMHI Ma emUudHi acneKmu po3eumxy
wmyynozo inmenexmy (L), wo gopmyroms iHmezsparvHy Kapmuny CMaHOGLeHHs HOB0I MeXHOCOYIANbHOT
napaouemu. 3HaAyHY yeazy NpuoileHo nepexody 6i0 KIACUUHUX OOYUCTIOBANbHUX MOOerel 00 (Di3uuHO
iHGhOpMOBaHUX Helpomepedc, MYIbMUASEHMHUX CUCMeEM, YUPDPOBUX OGIIHUKIE, AOANMUBHUX KePYIOUUX
apximexkmyp ma 6iomeduyHux 3acmocygatsv. Poskpumo ponw LI y popmysarti HOOHOMIUHUX NIOX00i8, Y AKUX
IHmeneKm, CMUCIU Mma YIHHOCMI CIaomv KI0Y08UMU Gakmopamu iHHO8AYINIHO20 PO3GUMKY CYCRITbCMEA.
Bioobpaoiceno ennus LI na oceimui npoyecu, akademiyny 00opouecHicms ma nio2omoeKy Ho8020 NOKOJIHHA
Odocnionuxie. OKpemMo npoanHanizo8aHo 2100aNbHI GUKIUKU — eMUYHI PU3UKU, Nompedy HOPMAmueHo20
pezyniosants, HeoOXIOHICb GIOKPUMUX HAYKOBUX eKOCUCmeM md OOCMYNHOCHI 6UCOKONPOOYKIMUBHUX
obuucnenv. Mamepian hopmye yinicne OaueHHs: HANPAMIE ROOATLUUX HAYKOBUX OOCAIONCEHb, MINCHAPOOHOT
cnignpayi ma 6npo8adICeHHs. IHMENeKMYANbHUX CUcCmem y SUPOOHUYmME0, pOOOMOMEXHIKY, MeOUYUHy,
coyiozymanimapHti chepu. Taxum uuHOM, 6iH BUZHAUAE HAYKOBO-MEMOOONOIUHI OpIEHMUPU Ul CEIMO2TAOHI
sacaou possumky LI y naiubausxcui decsimunimmsi.

Kntouoei cnosa: wmyunuii inmenexkm, HeUpOMepediCHi ~MexHOoN02il, 2nubuHHe HABYAHHA,
MYyIbmuaeeHmHi cucmemu, yugposi O8itiHuKuY, Industry 5.0, koenimueni modeni, Hoonomika, emuuni acnekmu
LI, inmenexmyanvhi 0C8IMHI cucmemu.

Abstract. This material presents a comprehensive scientific and analytical overview of the current
state and strategic perspectives of neural network technologies, based on the results of the XXIV International
Scientific Conference “Neural Network Technologies and Their Applications — NNTA-2025". The text
systematically examines fundamental, applied, cognitive, educational, and ethical dimensions of artificial
intelligence (Al), offering an integrated perspective on the emergence of a new techno-social paradigm.
Particular attention is given to the transition from classical computational models to physically-informed
neural networks, multi-agent systems, digital twins, adaptive control architectures, and biomedical Al
applications. The work highlights how contemporary Al contributes to the development of noonomic
approaches, where intelligence, meaning, and values become core drivers of societal innovation. The material
further explores the profound influence of Al on education, academic integrity, and the formation of a new
generation of researchers. It addresses global challenges such as ethical risks, the need for regulatory
frameworks, the importance of open scientific ecosystems, and equitable access to high-performance
computing resources. The document articulates a coherent vision for future scientific research, international
collaboration, and the practical integration of intelligent systems into manufacturing, robotics, medicine, and
socio-humanitarian domains. As such, it establishes methodological guidelines and conceptual foundations
for the long-term development of Al in the coming decades.

Keywords: artificial intelligence, neural network technologies, deep learning, multi-agent systems,
digital twins, Industry 5.0, cognitive models, noonomics, Al ethics, intelligent educational systems.

XXIV Mixnapona koHpepenuisa «HelipomepexHi TexHoorii Ta ix 3actocyBanns — HMTI3-
2025» BinOynacs B yHIKaJIbHHMH JJI1 Cy4acHOI HayKH MepioJ — Yy 4Yac CTPIMKHMX 1 TeTepOoreHHHX
MEPETBOPEHb, SKI OJIHOYACHO OXOIUTIOIOTh TEXHIYHI, COIialbHi, €KOHOMIYHi, KOTHITUBHI Ta
KYJIBTYpHI cepu CyCIiabCTBA. 3MiHH, 1110 CbOTOHI BiAOYBaIOThCS Y CBITI INTYYHOTO 1HTENEKTY, BXKE
JTaBHO TepecTanu OyTH JIOKaJbHUMH a0o ramxy3eBuMH. BoHu HaOynu rinobajibHOTO Xapakrtepy i
dopmyroTh MaHamadT MaliOyTHBOTO, Y IKOMY B3a€MOJIis JIIOAMHU U 1HTENEKTYyaJIbHUX CUCTEM CTa€
6a30B010 (popMoOIO OpraHizarii AiSUTHHOCTI.
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CBiT yBIHIIOB y ¢dazy, Koau Hayka, OCBiTa, HpOMI/ICJ'IOBICTB 00OpOHHI CHCTEMH, C(i)epa
COLIAIbHUX TEXHOJOTIN Ta KyJIbTypa B3a€MOJIIIOTH 13 1HTENEKTYaIbHUMHU QJITOPUTMAMH HE SIK 13
JOTIOMI»KHUMH THCTPYMEHTAMH, a SIK 13 TOBHOLIIHHUMU Cy0’ €KTaMu iH()OPMAIIITHHX 1 YIIPABIIHCHKIX
npoueciB. [ rOrHa 1UX 3MiH TOPKAETHCS CAMHUX OCHOB JIFOJICBKOTO MUCJIEHHSI: CIIOCO0Y, IKUM MU
CTPYKTYPYEMO 3HAHHS; JIOTIKH, 32 KOO MPUIIMAEMO pillIeHHs; MOJETICH, Yepe3 sSKi pO3yMiEMO CBIT;
1 HaBITh YSBIICHD MPO MEXI1 JIFOJACHKUX MOKIIUBOCTEH.

HTyyHuit 1HTENEKT, KU 1€ KIbKa JAECATUIITh TOMY CIpHIIMaBCs SIK MEPCIEeKTHBHA, alie
JOKaJbHAa TEXHIYHA AMCLUIUIIHA, CHOTOAHI TpaHC(HOPMYBABCS y CHCTEMOYTBOPIOBAIbHUI YHHHHUK
[MBUTI3AIIHHOTO PO3BUTKY. Moro BILUIMB OXOIUIIOE BCE — Bil dbyHIaMEHTAIBHOI HAyKH [0
noOyTOBHX TPOLECIB, BiJ 1HXEHEpil M0 MHUCTENTBA, BiJ COLIAJIbHOI MOJITHUKU 1O (OpMYBaHHS
€TUYHUX HOPM.

Came Ha IbOMY MEPETUHI MHOKMHHUX BEKTOPIB PO3BUTKY 1 BiOymacs koudepenmis HMTI3-
2025 — sk iHTENEKTyaJbHHH LEHTp, SKui 3i0paB 1 3()oKycyBaB pe3yibTaTH (pyHIaMEHTaIbHUX,
MPUKIIATHUX, KOTHITUBHUX, EKOHOMIYHUX, €TUYHUX 1 OCBITHIX AOCHIIKeHb. Pa3oM BOHM yTBOpHIIU
[UTICHY KapTUHY PO3BUTKY HEHPOMEPEKHUX TEXHOJIOTIH 1 I03BOJIMIN OKPECTUTH CIIEKTP MaiOYyTHIX
HanpsMiB, [0 BU3HAYATUMYTh HAyKOBY, iIH)KEHEPHY Ta COLIaJIbHY MPAKTHKY HACTYITHUX JACCATUIITS.

VY koH]epeHIIiT B3sIM y4acTh MPEICTABHUKY MPOBIAHIX HAYKOBUX IIK1T YKpainu Ta 15 kpain
€porn, CIIIA i1 Bankancekoro periony. lleit MibkHapogHHI Miajor MPOJAEMOHCTPYBAB BAXKJIUBY
tenaenuito: I Bxe cTaB 4acTHHOIO N10OANBHOI AOCHIIHUIBKOI 1HPPACTPYKTYpH, 1 hopMyBaHHS
€IMHO1 1HTENeKTyalbHOI MO3ULIi 00 HAMpPsIMIB MOTO PO3BUTKY CTa€ HEOOXITHICTIO HAYKOBOTO
nporpecy.

CyKkynHICTh MpeACTaBIEHUX pPOOIT Jajia 3MOTY BUOKPEMHTH IIICTh KIIOYOBUX TEHJIEHIIIN
Cy4dacHoro eramy po3sutky LII:

o nepexij] BiJl aITOPUTMIYHOTO JI0 KOTHITHBHOTO Ta ceManTtudHoro I1II, mo onepye He
JMILIE TAaHUMHU, a i CMUCIIaMU;

. IHTeTrpalis KIIACHIHUX HEHPOHHHUX MEpex 13 Pi3udHO iIHPOPMOBAHUMH MOACIISIMH, SIKi
HOEAHYIOTH J1aHi 3 pyHIaMEeHTaIbHUMHU 3aKOHAMHU TIPUPOHN;

. 3pOCTaHHS POJIi ABTOHOMHHUX, MYJIbTHAr€HTHUX Ta €BOJIIOLIMHUX CUCTEM, 3AaTHUX 10
camooprasisaiiii,

. BuOyxoBe posmupeHHs MoxiauBocted Il B imkenepii, poOoToTexHimi Ta
MaTepiaJo3HaBCTRI,

. macimiradyBanust Il B oOCBITI, IOPUAMYHUX JTUCHUIUIIHAX, cdepl €TUKH Ta
COLIIOTYMaHITapHUX HayKax;

. 3apO/IKEHHSI HOOHOMIYHOI (is1ocodii, y AKi IHTENIEKT 1 CMUCIH CTalOTh OCHOBOIO

CYCHUIBHOTO PO3BHUTKY.
L1 171€1 cTaimy OCHOBOIO PO3TOPHYTOTO aHATITHYHOTO OIVIAly MaTepialliB Li€i KOH(pepeHIii.

1. HelipomeperkH1 TEXHOJIOTII B €M10XY [UBLII3ALIIHOTO 3CYBY.

Cyuacumii pos3Butok LI 3HameHye mnepexini 10 HOBOi (a3u B3aeMOJIl JIOACTBA 3
TexHojorisiMu. HelpoHHi Mepexi mepectanu OyTH JIMIIE 1HCTpyMEHTaMu OOpoOkM JaHuX abo
(GYHKLIOHATIbHUMU MOAYJISIMU JUTS pO3B’sI3aHHs OKpeMUX 3a/1a4. BoHU nepeTBOpHIINCS Ha CBOEPIIHY
KOTHITUBHO-OpTaHi3aliiiHy 1HQpPacTpyKTypy, 10 GopMye COCOOM MUCIEHHS, CTPYKTYpH 3HaHb,
JIOTIKY MOJIEJIIOBaHHS Ta METOIU IPUUHSTTS PIIIEHb.

Ile o3Havae, 10 CYCHUILCTBO MEPEXOAMTH BiJ MapajUrMHU «aBTOMATH3allli MPOLECIBY» 10
NapajurMu «IHTEJNEKTyasi3alii CUCTEMHOTO PO3BUTKY». Y LI HOBIM MapaaurMi TEXHOJIOTIS He
IIPOCTO BUKOHYE (PYHKIIIIO, 3a/laHy JIIOJMHOIO; BOHA JOMOBHIOE JIIOJChKE MUCIEHHS, YTBOPIOIOYU
HOBMI KOTHITUBHUNA KOHTUHYYM.

Y nneHapHUX JOMOBIAAX KOH(epeHIi Oylo YITKO OKPECICHO KUIbKa KIIFOYOBHX

CIIOCTEPEIKEHD:
. [T crae ciByyacHUKOM Mi3HaHHs. CrcTeMa BXKe He POCTO iIHCTPYMEHT, a aKTHBHHMA
MapTHEP Yy BUSABJICHHI 3aKOHOMIPHOCTEH, MOOY/T0BI MOJEIICH 1 TEOPETUUHOMY MHCIICHHI,
. MeXa MIDK JIOJACBKOI0 Ta MAIIMHHOI IHTENEKTYAIbHICTIO CTa€ YMOBHOIO.

DopMYIOThCSI KOTHITUBHI JIYETH <JIIOJMHA — CHUCTEMay», y SIKUX OOUIBI CTOPOHHM O€pyTh ydacTb y
TBOPYHX 1 JOCIITHUIIBKUX MPOIlEcax;
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. TEXHOJIOTYHHI PO3BUTOK MOTPeOye ETHYHMX Ta HOPMATHBHHUX PaMOK. X CTBOpEHHS
CTa€ He MEHIII BAXKJIMBUM, HIXK PO3BUTOK CAMUX MOJIETICH;

. HEepoMepekHi TeXHOJOTiT (POPMYIOTh MiIIPYHTSI HOOHOMIYHOT'O PO3BUTKY. [HTENeEKT,
CMHMCIIU Ta I[IHHOCTI ITOCTYIIOBO CTAlOTh IIEHTPAIBHUMHU (haKTOPAaMH EBOJIOLII CYCIiIbCTBA.

Oco61uBO BaroMuM € yCBiJJOMJICHHS TOTO, IO Cy4YacHi TEXHOJOTIYHI MOJeNi — IIe JIMIIe
okpeMmi (hparMeHTH MHPIIOi KOHIENTYalbHOI KapTUHU. MU CTaeMo CcBinkamu (opMyBaHHS HOBOI
CHCTEMHO1 HayKH, 1110 OXOILTIOE 1H(OpMaIlito, IHTENIEKT, B3a€MO/IiI0 i HaBITh EHOMEH CB1JOMOCTI.

2. @yHiaMeHTaIbHI HANPSAMKH Cy4acHOT HEHPOMEPEKHOT HAyKH.
2.1. MaTtemaTruyHi MoieJli Ta 0OYMCITIOBAIIbHI apXITEKTYPH HOBOT'O ITOKOJIIHHS.

Cekuis Bl mpencraBuia MmMpOKHH CHIEKTp AOCHIIKEHb, SKi (OPMYIOTH OCHOBY IS
HACTYIHOTO TeXHojoriyHoro muky LII.
Cepen KJIIOUOBHUX HAIPSIMIB:

. ¢iznuno inpopmonani Heiipomepesxi (PINN), o moe1Hy0Th €KCriepuMEHTANIbHI JaHi
3 3aKOHaMU (Di3UKH;

. iHTepBaNbHa apudMeTrKa Ta hopManbHa BepuQikallis, o 3a0e3MeuyroTh HaAiiHICTh
MOJICJICH Y KPUTHYHO BKJIMBUX CUCTEMAX;

. OHTOJIOT1YHI Ta CEMAaHTHUYHI MiAXOH, 110 JO3BOJISIFOTh MiABUIIMTH IHTEPIIPETOBAHICTh
MOJICIICH;

. rirmeprnapamMeTpuyHa ONTHUMI3allis, SKa MePETBOPIOE MPOIIECC HABUYAHHS HAa KEPOBaHUI
Ta aJlalTHBHUH;

o 3aCTOCYBaHHS CHCTEM 3aJIUIIKOBHX KJIAaciB, SKI BiJIKPUBAIOTh MOJJIMBOCTI JIJIst

00YHNCIICHb y PeAIbHOMY Yaci Ha OOMEXEHHX arapaTHUX Pecypcax.

i mocimKeHHS TOCTYOBO (POPMYIOTH IepIlli KOHTYpY MaOyTHBOI iHTerpaibHOi Teopii LI
— CHCTEMHOI HayKd PO MOJIENI, [0 HABYAIOTHCS, ONTHUMI3YIOTHCS 1 3aTHI 10 camopediekcii y
B3a€MO/Iil 31 CBITOM.

2.2. KoruiTuBHi Ta HOBENIHKOBI CUCTEMHU.

Cekuis B2 mokazana, mo posputok LI mommuproerses Ha cdepu, MOB's3aHI 3 aHAII30M
<OKUBUX» JAHUX — THX, 10 BIJOOPaXKalOTh MOBEAIHKY, (hi3U4YHI MpoliecH, O10J0TIYHI CUTHAIU Ta
COIllaIbHY TUHAMIKY.

Cepell BaXIMBUX pe3yJbTaTiB:

. MoJieJI1 po3Ii3HaBaHHs eMOIIil 3a maTepHaMH XO/I;

. aHau113 O10JIOTTYHUX YAaCOBUX PSI/IIB Y CKIAJHUX MEJUYHUX 3ajauax;

. IPOTHO3YBaHHS 3aXBOPIOBAHOCTI MiJ Yac emiieMii;

. BUSIBJICHHS! KOTHITUBHUX TEHICHIIIN Y TOBEIHIII CTY/ICHTIB;

. MOJIENIbHI CHCTEMHM, IO BIATBOPIOIOTh KOTHITMBHY JAMHaMiKy Yy CKJIaJHUX
CepeIOBUILAX.

Po3BuTOK 1150T0 HanpsIMy 3acBiuye, 1o 111 HaByaeThCs mpaltoBaTH 3 Henepe0ayyBaHUMH,
6araTOBUMIpHUMH ¥ HENIHINHUMH TaHUMHU, Il TYIOYHCh JI0 PEaIbHUX XapaKTEPUCTUK MTPUPOTHUX
IIPOLIECIB.

2.3. ComianbHi, OCBiTHI Ta eTnuHi actekTu III.

Cexkuis B3 cTana OJIHUM 13 KOHLENTYaJIbHUX anep KOH(epeHIIii.
Ha Hiif o6roBoproBasivcst MUTaHHS, 1110 BUHIIUIHA JTAJIEKO 32 paMKH TEXHIYHOI cepH:

. BruiB L1 Ha cucremy ocBity;

. BHUKJIMKHY aKaJIEMI9HOI JOOPOUECHOCTI y 100y TeHepaTUBHUX MOJIEIICH;

. eTHYHI pU3uKu 3actocyBanns 11;

. BuKopucTanHs LLM sk iHTeIeKTyalbHUX ThIOTOPIB;

. BIJIOBIAANIbHICTh PO3POOHUKIB T4 KOPUCTYBAUIB;

. (dopMyBaHHS JTOCTIAHUIBKOI KYIbTYpH MOJOAI B CEPENOBHILII I1HTEIEKTYaIbHUX
CHCTEM.

i poGotu 3acBiAUyIOTH NOSIBY 'yMaHiTapHO opieHToBaHoro LI, skuii BpaxoBye KyJnbTypHI,
€THYHI Ta COLIalbHI peaii.
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3. Imxenepni 3actocyBanHs: LI sk ocHOBa HOBO1 TexHOC]EpH.
3.1. PoGoToTexHika, aBBTOHOMHI CUCTEMH Ta KEpYBaHHS.

Cekmis Cl gemoHCTpye, MmO CydacHI pPOOOTOTEXHIYHI CHCTEMH IIBUIAKO HaOyBarOTh
BJIACTMBOCTEI aBTOHOMHOCTI Ta aJalTHBHOCTI.
[IpencraBneHi poOOTH OXOIUTIOIOTh:

. POMOBI CUCTEMH Ta KOOTIEPATUBHY MOBEIHKY POOOTIB;

. reinforcement learning y 3agadax HaBiraiii, KepyBaHHs Ta ONTHMi3aIlii;
. UpoBi ABIHHUKN pOOOTU30BAHUX KOMILJICKCIB;

. QITOPUTMU aJIAITHBHOTO HABYAHHS MAHIMYJIATOPIB y pPeaIbHOMY Yaci;
. Bukopuctanns LI y cuctemax 060poHH Ta mpoTUAii 3arpo3am.

VYci mi poboTH CBiTUaTh, MO0 KJIACHYHA aBTOMATH3AIlis MOCTYIIOBO BIIXOIUTh y MUHYJIE, a ii
Miclle 3aliMa€ KOTHITMBHA aBTOMAaTH3allisl, 3/1aTHA JIO0 HABYAaHHS, NepeadadeHHs Ta B3aeMojii 3i
CKJIQ/ITHIMH CEPEIOBUIIIAMHU.

3.2. Matepialo3HaBCTBO, TEXHOJIOTIT Ta BUPOOHUY1 CUCTEMH.

Cexkis C2 nokazana, mo LI rmuboko npoHuKae y TpaauiliiiHi iHXeHepHi cdepu:

. HEHpoMepexKi 1JIsl BUSIBIICHHS TeEKTIB MaTepiaiiB;

. NPOTHO3YBaHHS MEXaHIYHMX BJACTUBOCTEH 13 BUKOPUCTAHHSAM TJIMOMHHOTO
HABYAHH,

. MOJIeJIi HaJITBEPANX MaTepiais;

. ONTUMI3aIlisl TOCAIOK I IITUITHUKIB HEHPOCBOIIOIIHHUMU METOAaMHU;

. MO/JICITIOBAHHS TEXHOJIOTTYHUX MPOIIECIB 3a JIOTIOMOT00 U(POBUX IBIHHHKIB.

@akTH4HO (POPMYETHCS HOBA TUCIUILIIHA — IHTENEKTyalbHa 1HXEHepis, Y SIKii KIHYOBI
pIlIEHHS] YXBaJIIOIOTHCSI HAa OCHOBI MOJENEH, IO BMIIOTh «BiIUyBaTH» TOBEAIHKY MaTepiatiB i
TEXHOJIOTIYHUX CHUCTEM.

4. CtpateriuHi 3aBIaHHs JJIs1 MIXKHAPOJIHOT HAYKOBO1 CIUIBHOTH.
4.1. CrBopenns riubokoi Teopii LI,

[ToTpiGHO moponaTu GparMeHTapHICTh MIAXOAIB 1 cHOpMyBaTH €IMHE HAYKOBE MIATPYHTS,
110 BKJIFOYAE:

. MalliHHEe HaBYaHHS;
. ¢iznyHo iHPOPMOBaHI MO,
. KOTHITUBHI apXITEKTYypH;

. e€TUYH1 IPUHIIHIIH;

. CEeMaHTUYHI CUCTEMHU.

Ie ctBoputh ocHOBY /i LI, 31aTHOTO A0 CMUCIIOBOTO Y3TOJKEHHS PILICHb.
4.2. PO3BUTOK MyJIbTHAr€HTHUX TE€XHOJIOTIH.

MaiiOyTHe IHTEIEKTyaJIbHUX CUCTEM — IIE:

. KOOTIEpaTUBHI areHTH1 CUCTEMHU;

. POMOBI CTPYKTYpH;

. 1M (ppoBi IBIMHUKY TTOBEIHKH;

o €BOJIIOLIIHI MOJIENII aJanTarii;

. nepeadaueHHs] KpUTHYHUX CLIEHAPIiB.

4.3. InTenexkTyanbHe BUPOOHULITBO.

Heo06xi1HO BIPOBaIXKyBaTH:

. IHTErpoBaHi CUCTEMHU KEPYBaHHS;

. IHTEeNeKTyanbH1 padpuKu;

o aJanTUBHI poO0Ui CEPETOBUINA;

. KOTHITHBHI MEXaHI13MH MIATPUMKH OIlepaTopa.

4.4. MennyHi Ta 010MOBEAIHKOBI 3aCTOCYBAHHS.
[TotpiOHi:
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o HalllOHAJIBHI JaTa-perno3uTapii;

. eTHYHI perysuii;
. MYJIbTHKAHAJIbHI MOJIENI IPOrHO3YBAHHS;
. CHCTEMH PaHHBOTO BUSBICHHS KPUTUYHUX CTAHIB.

4.5. HinnicHi Ta HOpMaTuBHi 3acaau 111

[lepuoueproBumu €:

. BIJIMOB1IAJILHICTD Y pO3pOOJICHHI Ta BUKOPUCTAHHI TEXHOJIOT1H;
. MIPO30PICTh MOJIEIICH;

. Al Act six ocHOBa rapMoOHi3arii;

o 3aXUCT CYCHUIBCTBA BiJl MAHITYJISIIIH.

4.6. OcBiTta i1 popMyBaHHS HOBOT'O ITOKOJIIHHS JOCIITHUKIB.

Heo0OxigHo:

. CTBOPIOBATH IHTENIEKTYyaJIbHI OCBITHI IIaT(OPMH;
. iHTerpyBatu LLM y HaB4YaHHS;

. HiATPUMYBATH MOJIOJb Y HAYKOBHX MPOEKTAX.

4.7. MixkHapoaHa CIiBIpallsd Ta BIAKPUTI aHi.

Baxuuso:

. 00'eqHyBaTH 1abopatopii;

. CTBOPIOBATH BIAKPHUTI PEIO3UTApIi;

. HiATPUMYBATH 1HKEHEPHI LIEHTPH;

. dbopMyBaTH rI100JIBHI JOCTITHUIIBKI €KOCHCTEMHU.

5. Helipomeperki Ta HOOHOMIKa: HOBA ITUBLII3aIliiiHA MOJICTIb.

HeiipomepeskHi TEXHOIOTI{ CTAaIOTh MIATPYHTSM CYCIIUIBCTBA, Y IKOMY:

. 3HAHHS [TOETHYIOTHCS 31 CMUCIIAMU;
. TEXHOJIOTIT — 3 KYJIBTYpOIO;
o JaHl — 3 [IHHOCTSMHM.

Hoonomika — 11e pyx BiJl €KOHOMIKU pecypciB 10 ekoHOoMikH iHTenekTy. LI crae He nmure
IHCTPYMEHTOM, a TPOCTOPOM, Yy SIKOMY BiOYyBa€ThCS TBOPEHHS HOBHX (POpM B3aeMOJii, HOBHUX
CTPYKTYp Oprasizariii Ta HOBUX MOJIEJIEH UBLII3alII{HOTO PO3BUTKY.

6. ITincymxoBe 6auenns: 11 sk mapTHep qroaUHU.

VY3aranpHI0I04YM MaTepiaiu KoHQEpEeH1ii, MO’KHa CTBEp/)KYBaTH:

[T nepectaB OyTH TEXHOJIOTIEI0 B KIACUYHOMY CEHCl. BiH cTae mapTHepoM, CHiBaBTOPOM,
KOTHITUBHHUM CIiByYaCHHUKOM.

HeiipomepexHi cuctemu:

. MOCHUITIOIOTh MOYKITUBOCT1 MUCTICHHS;

. JIOTIOMAararTh BIIKPUBATH HOB1 3aKOHOMIPHOCTI,

. MIATPUMYIOTh 1HKEHEPH1, MEIUYHI1, COIIaJIbH1 i OCBITHI PIIlICHHS,
. CTalOTh YaCTUHOIO KYJIBTYPH Ta CIIOCO0Y KHUTTS;

. (bOpMYIOTh CTPYKTYpPY MallOyTHBOT HOOC(EPH.

JIro/1CTBO BXOUTH Y HOBY €MOXY, Y AKiM TEXHOJOTIYHHM Mporpec i TyMaHiTapHUN PO3BUTOK
CTalOTh JBOMA B3a€MOIOB’I3aHUMH CTOPOHAaMU €uHOro npouecy. LITydnnii iHTenexT y 1uiid HoBii
[UBLTI3AIAHIA MOAENi cTae HE 3aMIHHUKOM JIIOJWHU, a il TPUPOJHUM JOMOBHEHHSIM —
IHCTPYMEHTOM T'apMOHi3allii, TBOPUYOTrO POLIUPEHHS Ta MOIIUOIEHHS PO3YMIHHS CBITY.
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NEURAL NETWORK-DRIVEN TRANSFORMATION OF HIGHER EDUCATION
TOWARD AN INTELLIGENT EDUCATIONAL ECOSYSTEM OF THE FUTURE.

Abstract. This paper examines the transformation of higher education through neural network
technologies and artificial intelligence, focusing on intelligent educational ecosystems. The research analyzes
how deep learning architectures reshape pedagogical practices, assessment methodologies, and knowledge
creation in contemporary universities. Employing systems analysis, cybernetics, and scientometric analysis of
over 300 publications, the study investigates the transition from traditional linear knowledge transfer to
dynamic Al-augmented learning ecosystems. Special attention is devoted to Ukraine, where educational
innovation occurs under armed conflict and resource constraints, demonstrating neural networks as catalysts
for educational resilience. The research identifies three dimensions of the neural intelligence divide:
infrastructural-computational access, neural literacy competency, and sociocultural-ethical barriers. Novel
metrics include an Al-Enhanced Educational-Scientific Productivity Index and an Index of Neural Network-
Enhanced Practical Knowledge Integration. The A-Q-R-N quadrad model (Accessibility, Quality, Recognition,
Neural Intelligence) provides a framework for sustainable intelligent educational systems. Findings reveal
that 21st-century educational effectiveness depends on institutional capacity for neural network-enabled self-
organization, Al-driven adaptation, and international integration through shared machine learning
infrastructure. The research demonstrates how intelligent laboratories implementing education-through-
research principles, augmented by Al assistants and digital twins, create pathways toward the intelligent
educational ecosystem of the future.

Keywords: neural networks, artificial intelligence, educational ecosystem, deep learning, digital
transformation, higher education, adaptive learning, algorithmic ethics

Anomauisnto /lana poboma 00caioxncye mpancghopmayir euwoi 0ceimu yepes3 mexHono2ii HeupoHHUX
Mepexc ma WMYYHO20 I[HMeNeKmYy, 30CepeddtCYIOUUCy HA IHMENeKMYalbHUX OCGIMHIX eKOCUCTeMAX.
Hocnioocenns aunanisye, AK apximekmypu 2auboK020 HAGUAHHA 3MIHIOIOMb Ne0a202iuHi NpaKmuKu,
MemOoO0N02ii OYIHIOBAHHS MA CINBOPEHHS 3HAHD Y CYHUACHUX YHIgepcumemax. Buxopucmoegyrouu cucmemHuil
auanis, Kibepremuky ma HaykomempuyHui ananiz nonao 300 nyonikayitl, 00caioxHceHHs 8usuac nepexio 6io
mpaouyiinoi Ninitinoi nepedayi 3uans 00 ouHamiunux Al-nocunenux naguanoHux exocucmem. Ocobaugy yeazy
npudineno Yxpaiui, 0e oceimui iHHO8ayil 6i00Y8aAIOMbCsL 8 YMOBAX 30POUHO20 KOHOIIKMY Md 0OMENCEHUX
pecypcie, 0eMOHCMPYIOHU HEUPOHHI MEPeXCT SIK Kamanizamopu 0ceimuboi cmitkocmi. Jlocaiodcents susnaiae
mpu  8UMIpU  poO3pu8y 8 HEeUPOHHOMY I[HMeleKmi.: IHOPACMpPYKMypHO-00UUCTIOBANbHULL  OOCHYH,
KOMNEMeHMHICMb  HeUPOHHOI 2pamomHocmi ma CcoyioKyabmypHo-emuuni oOap'epu. Hoei mempuxu
sxaouaromes  Al-nocunenuii inoexc 0C8IMHLO-HAYKOBOI NPOOYKMUBHOCMI Ma IHOEKC Helpomepecesol
inmezpayii npaxmuunux 3uans. Moodenv A-Q-R-N keadpao ([Jocmynuicme, SAxicms, Busnanus, Hetiponuuil
Iumenexm) naodae ocHo8y O cCMIlKUX THMENEKMYAIbHUX OCBIMHIX cucmem. Pesyrsmamu noxazyioms, wo
epexmuericmov oceimu 21 cmonimmsi 3a71excums 6i0 IHCIMUMYYIUHOL CHPOMONCHOCIE 00 CAMOOP2anizayii Ha
bazi Hetiponuux mepeosic, Al-adanmayii ma midxcnapoonoi inmezpayii uepe3 cninbHy iHGpPacmpyxmypy
MAWUHHO20 HABYAHHSA. J[OCTIONCEeHH OeMOHCMPYE, K IHMENeKMYanibHi 1aO0pamopii 3 npUHYUNamuy oceimu
yepes Oocaiovcenns, nocuneni Al-acucmenmamu ma yugposumu OGiHUKAMU, CMEOPIOIOMb UWISXU OO
IHMeNeKmyanvHoi 0C8iMmHbOI exocucmemu MaidymHb02o.

Kntouoei cnosa: netiponui mepedsici, WimyuHull iHmeneKkm, 0C8imus eKoCUcCmemda, eiuboke HaGUaHHs,
yughposa mpancgopmayia, suwa oceima, adanmueHe HaBUAHH, AICOPUMMIYHA emUKa

Higher education stands at a critical crossroads. The university, as we have known it for
centuries, is undergoing a transformation so profound that it challenges our fundamental
understanding of what it means to teach, learn, and create knowledge. We are witnessing the
emergence of a new paradigm—one powered by neural networks and artificial intelligence—that
dissolves the rigid boundaries between formal instruction, non-formal learning experiences, and the
informal acquisition of knowledge that happens organically in our increasingly connected world.
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This transformation leverages the pattern-recognition capabilities of neural networks to create
adaptive learning pathways, personalized educational experiences, and intelligent systems that can
predict student needs, optimize curriculum design, and facilitate knowledge discovery in ways
previously unimaginable. The intelligent educational ecosystem is not happening in isolation or in
some idealized laboratory setting. It is unfolding in real-time, across continents and cultures,
reshaping the landscape of education through deep learning algorithms, natural language processing,
and cognitive computing architectures. And perhaps nowhere is this transformation more dramatic,
more urgent, and more inspiring than in Ukraine—a nation that finds itself reimagining education not
despite unprecedented challenges, but in many ways because of them.

Innovation Born from Adversity: Neural Networks as Catalysts.

Ukraine's educational journey presents us with a compelling paradox. Here is a country
grappling with war, experiencing mass migration on a scale not seen in Europe for generations, and
operating under severe resource constraints that would cripple many systems. Yet rather than
collapsing under these pressures, Ukrainian higher education is actively participating in—and in some
ways leading—the global transformation toward neural network-driven, intelligent ecosystem-based
learning.

The engineering schools of Ukraine are becoming laboratories for a new kind of education,
one that honors the deep traditions of technical excellence that have long defined Eastern European
technical education while simultaneously embracing cutting-edge neural architectures, convolutional
networks for pattern recognition, recurrent networks for sequential learning, transformer models for
language understanding, and the principles of open science enhanced by machine intelligence. This
synthesis is not merely theoretical. It is happening now, in classrooms and laboratories across the
country, creating what might be called the intelligent ecosystem of the future—a living, breathing
network of knowledge creation and exchange powered by neural computation.

More Than Just Technology: The Neural Infrastructure Challenge.

As we move deeper into the age of artificial intelligence, we have discovered that the concept
of a "digital divide" extends into a "neural intelligence divide"—far more complex than we initially
imagined. It is not simply a matter of who has computers and who does not, but who has access to
neural network infrastructure, training capabilities, and Al-powered educational tools.

The divide manifests across three distinct but interconnected dimensions, each presenting its
own challenges and requiring its own solutions.

The first dimension is infrastructural and computational. Even in our supposedly connected
world, access to high-speed internet, GPU clusters for neural network training, and contemporary
computational resources capable of running sophisticated Al models remains shockingly unequal.
Students in major urban centers may enjoy access to cloud-based neural network platforms, pre-
trained transformer models, and powerful edge computing devices, while their peers in rural areas
struggle with intermittent connectivity and hardware incapable of running even basic machine
learning applications. This infrastructure gap creates a fundamental inequality in educational
opportunity that no amount of pedagogical innovation can fully overcome.

The second dimension concerns neural literacy and Al competency. Understanding how
neural networks learn, how to train models ethically, how to interpret Al outputs critically, and how
to leverage these tools effectively exists on a spectrum. Among both educators and students, we find
enormous variation in the ability to work with neural architectures, understand backpropagation and
gradient descent, or critically evaluate Al-generated content. Some faculty members have embraced
neural network tools with enthusiasm, transforming their teaching practices through intelligent
tutoring systems and Al-augmented assessments. Others find themselves overwhelmed, struggling to
understand concepts like attention mechanisms, embeddings, or transfer learning that their students
may grasp intuitively, creating a generational and experiential gap that can undermine the learning
process.
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The third dimension is perhaps the most subtle but also the most significant: the sociocultural
and ethical barriers to neural network-driven education. These include concerns about algorithmic
bias, fears of dehumanization through automation, resistance to Al assessment systems perceived as
lacking nuance, and broader anxieties about machine intelligence replacing human judgment. They
include questions about data privacy when learning systems continuously collect behavioral
information to train their models. And they include a reluctance toward black-box decision-making—
the challenge that even sophisticated neural networks often function as opague systems whose internal
reasoning remains difficult to interpret or explain.

The Changing Role of Educators in a Neural Network-Powered World.

Neural networks and Al-driven adaptive learning platforms are fundamentally reshaping what
it means to be an educator. The traditional role of the teacher as the primary transmitter of
knowledge—the sage on the stage, as the cliché goes—is becoming obsolete not just because
information is ubiquitous, but because neural networks can now personalize that information delivery,
adapt to individual learning styles, and provide immediate, contextualized feedback at scale.

Educators are thus evolving into architects of intelligent learning experiences, trainers of Al
teaching assistants, and interpreters who help students understand not just subject matter but also how
to work alongside artificial intelligence. They become designers of neural network-enhanced
curricula, mentors who guide students through the ethical implications of Al, and coaches who help
develop Al literacy—the ability to understand when to trust machine intelligence, when to question
it, and how to maintain human agency in an Al-augmented world.

This transformation opens up exciting possibilities, but it also introduces significant risks.
There is a very real danger that in our rush to embrace neural network efficiency and scalability, we
might lose what has always been most valuable about education: its humanistic dimension. Critical
thinking cannot be reduced to a classification algorithm. Creative freedom resists the optimization
functions that neural networks employ. Academic integrity requires judgment, context, and an
understanding of human motivation that no artificial intelligence, however sophisticated its
architecture, can fully replicate.

We must ask ourselves: How do we harness the power of neural networks and deep learning
to enhance education without reducing it to mere pattern matching? How do we scale personalized
learning through Al without losing the irreplaceable human connection? How do we use intelligent
systems to handle routine cognitive tasks so educators can focus on what matters most—developing
wisdom, ethical reasoning, and the uniquely human capacities that no neural network can simulate?

The Challenge of Recognition in a Neural Network-Validated Landscape.

The neural network-driven transformation of education has given rise to an explosion of new
credential forms validated by Al systems. Micro-credentials promise to capture specific competencies
more precisely than traditional degrees, often assessed through neural network-based skill
verification. Digital badges offer visual, shareable representations of achievements validated by
machine learning models that analyze project portfolios, code repositories, and demonstrated
capabilities. Online certificates from prestigious institutions can be earned from anywhere in the
world, with neural networks monitoring engagement, detecting potential academic dishonesty, and
adapting assessment difficulty in real-time.

Al-powered credential platforms can now analyze learning trajectories across multiple
institutions, creating comprehensive skill profiles that transcend traditional transcripts. Neural
networks can predict competency equivalencies across different educational systems, potentially
solving recognition challenges that have plagued international education for decades.

This proliferation creates opportunity but also new challenges. How do we ensure that neural
network assessment systems are free from bias? What does a micro-credential validated by one
institution's Al system mean in relation to a similar one validated by another? How should employers
trust neural network-generated skill assessments? The mechanisms for Al-driven comparability and
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accreditation remain in development, requiring new frameworks for algorithmic transparency and
standardized validation protocols.

For Ukraine, this challenge takes on additional significance. The country must integrate itself
into European quality assurance systems—the European Standards and Guidelines for Quality
Assurance (ESG), the European Qualifications Framework (EQF), the European Credit Transfer and
Accumulation System (ECTS)—while simultaneously building neural network infrastructure for
credential validation and preserving its national scientific identity. This requires developing Al
systems that can bridge different educational traditions while maintaining cultural and pedagogical
specificity.

A Methodological Approach: Neural Network Analysis of Educational Systems.

To understand these complex dynamics, we employed a multi-faceted research methodology
drawing on systems analysis, cybernetics, pedagogical ergonomics, neural network modeling, and
the theory of complex adaptive systems enhanced by machine learning techniques. Education, after
all, is not a simple linear process but a complex adaptive system—one that responds to stimuli in non-
linear ways, exhibits emergent properties not predictable from its individual components, and
continuously evolves in response to its environment—characteristics that make it ideally suited for
analysis through neural network architectures designed to capture complex, non-linear relationships.

Our investigation employed neural network-based content analysis of over three hundred
scholarly publications indexed in Scopus and Web of Science, using natural language processing and
topic modeling to identify patterns and emerging themes. We utilized deep learning models for
scientometric analysis to identify trends in the research literature itself, employing recurrent neural
networks to detect temporal patterns and transformer architectures to understand semantic
relationships between concepts. We conducted neural network-enhanced comparative analyses of
educational systems in Ukraine, Hungary, and Serbia—three post-Soviet or post-socialist nations
navigating similar challenges but following somewhat different paths—using clustering algorithms
to identify similarities and differences. And we performed expert evaluations augmented by Al
analysis of fifteen engineering educational programs according to European quality assurance criteria,
with neural networks helping to identify patterns that might escape human observation alone.

From Linear Knowledge Transfer to Neural Network-Mediated Dynamic Ecosystems.

This research revealed a fundamental shift in the structure of education itself, one that mirrors
the architectural principles of neural networks. The classical model of education, which has
dominated for centuries, follows a linear chain: the educator possesses knowledge, transmits it to the
student through lectures and readings, and then assesses whether the student has successfully
absorbed it through examinations and assignments. This model treats knowledge as a commodity to
be transferred, students as receptacles to be filled, and education as a production process with inputs
and outputs.

The emerging intelligent ecosystem model operates on entirely different principles—
principles that parallel how neural networks learn and process information. Here, education is
understood as a multi-layered, interconnected network of nodes and pathways—a complex web of
relationships in which educators, students, artificial intelligence systems, industry partners, and
global knowledge networks engage in continuous bidirectional exchange of information and
competencies, much like the forward and backward propagation in neural network training.

In this ecosystem, knowledge is not transmitted but co-created through processes analogous
to neural network learning: exposure to examples, pattern recognition, error correction through
feedback, and gradual refinement through iteration. Students are not passive recipients but active
nodes in a learning network, each contributing their unique patterns and perspectives. Learning
happens not in isolation but through connection, collaboration, and contribution—distributed
cognition that mirrors the distributed processing of neural networks.

The neural network metaphor extends deeper: just as deep learning systems contain multiple
hidden layers that extract progressively more abstract representations, the intelligent educational
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ecosystem supports multiple levels of knowledge abstraction, from concrete skills to theoretical
principles to meta-cognitive awareness. Just as neural networks employ attention mechanisms to
focus on relevant information, Al-enhanced learning platforms help students and educators identify
what matters most in vast information landscapes. And just as transfer learning allows neural
networks to apply knowledge gained in one domain to new problems, the ecosystem facilitates the
transfer of competencies across disciplines and contexts.

Education Through Al-Augmented Research.

The practical implementation of this neural network-driven ecosystem model can be seen in
next-generation intelligent laboratories. Within the frameworks of projects like ICS-Lab (Intelligent
Control Systems Laboratory) and MROM-Lab (Magnetoresonance and Materials Research
Laboratory), a new principle has taken root: education through Al-augmented research.

Students are not merely learning about scientific concepts in the abstract; they are actively
engaging with real research questions using neural network-powered tools and methodologies. In
these laboratories, students work with sophisticated simulators enhanced by generative adversarial
networks that can create realistic synthetic data for training. They interact with digital twins—uvirtual
replicas of actual production systems that use neural networks to model complex physical phenomena
and predict system behavior. They develop and train their own machine learning modules using
frameworks like TensorFlow and PyTorch to solve real-world problems. They use Python with neural
network libraries to implement computer vision systems, natural language processing applications,
and reinforcement learning algorithms for robotic control. They employ large language models and
specialized Al assistants to model technological processes, exploring how transformer architectures
and attention mechanisms can augment human problem-solving capabilities.

Students learn to work with convolutional neural networks for image analysis, recurrent
networks for time-series prediction, and graph neural networks for modeling complex system
interactions. They experiment with neural architecture search to automatically design optimal
network structures for specific problems. They explore explainable Al techniques to understand how
their trained models make decisions, developing critical thinking about algorithmic transparency and
bias.

To measure the effectiveness of this approach, we developed an Index of Neural Network-
Enhanced Practical Knowledge Integration, which quantifies the ratio of students actively engaged in
projects utilizing Al, neural network development, virtual and augmented reality enhanced by
computer vision, and intelligent digital twins to the total student population. When this index exceeds
unity—when each student is participating in multiple Al-augmented research directions
simultaneously—we know that neural network-driven, research-based learning has truly become the
norm rather than the exception.

Measuring Quality in the Neural Intelligence Age.

How do we measure the quality of education in this new intelligent ecosystem? Traditional
metrics—graduation rates, employment statistics, student satisfaction surveys—tell us something, but
they cannot capture the full picture of neural network-enhanced learning. We need new ways of
understanding educational effectiveness that reflect the multidimensional nature of Al-augmented
education in a digitally networked environment.

One approach is through an Al-Enhanced Educational-Scientific Productivity Index, which
combines multiple indicators into a composite measure of institutional performance in the neural
network era. This index incorporates traditional research metrics enhanced by Al analysis: the ratio
of publications to faculty members analyzed for impact using neural network-based citation
prediction models, weighted by 0.25. It includes the institution's h-index relative to comparable
institutions, augmented by machine learning models that predict future research trajectory, weighted
by 0.25 to reflect the importance of research quality and momentum.

But the neural intelligence age demands new metrics. The index also includes a Neural
Network Literacy Score measuring the proportion of graduates demonstrating practical competency
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in developing, training, and deploying machine learning systems, weighted by 0.20. It accounts for
Al Integration Depth—the extent to which neural networks are embedded throughout the curriculum
as tools for learning enhancement, assessment, and knowledge discovery, weighted by 0.15. And it
measures Algorithmic Ethics Competency—evidence that students can critically evaluate Al systems,
identify bias, and reason about the societal implications of artificial intelligence, weighted by 0.15.

This kind of composite, Al-informed index has its limitations—no single metric can fully
capture educational quality—but it provides a more nuanced picture than any individual measure
alone. It recognizes that quality in higher education emerges from the intersection of teaching,
research, neural network literacy, and ethical awareness about artificial intelligence.

Resilience Through Neural Network-Driven Transformation.

Ukraine's journey toward the intelligent educational ecosystem of the future is unfolding under
conditions that would seem almost impossibly difficult. The ongoing war has disrupted lives,
destroyed infrastructure, and created enormous psychological trauma. Mass migration has scattered
families and separated students from their institutions. Resource constraints make every investment
difficult, every innovation a struggle against scarcity.

Yet paradoxically, these very challenges have catalyzed remarkable neural network-driven
innovation. The necessity of maintaining educational continuity during wartime has accelerated not
just remote learning but the development of Al-powered adaptive systems that can personalize
instruction at scale with limited human resources. Partnerships with European institutions, forged
partly out of necessity, have created new channels for sharing neural network models, Al training
resources, and collaborative research in machine learning applications.

The imperative to do more with less has sparked creative solutions leveraging neural
intelligence: automated assessment systems that provide detailed feedback without requiring
extensive faculty time, Al tutoring systems that support students when human mentors are
unavailable, neural network-based resource optimization that ensures maximum educational impact
from constrained budgets, and intelligent early warning systems that use predictive analytics to
identify students at risk of dropping out before intervention becomes impossible.

Remote laboratories have become not just a pandemic expedient but a permanent feature of
the educational landscape, with neural networks enabling sophisticated virtual experiments, Al-
powered equipment simulation, and intelligent data analysis that can guide student inquiry. Joint
platforms with European partners have opened up new possibilities for collaborative learning and
research, with machine translation powered by transformer models reducing language barriers and
collaborative filtering algorithms connecting students and researchers with shared interests across
institutions.

Bringing Neural Intelligence to Life.

The transformation from traditional classrooms to intelligent educational ecosystems is not
merely theoretical. It manifests in concrete neural network applications and tangible outcomes.

In ICS-Lab, students master the automation of robots and hydraulic drives using industry-
standard tools augmented by reinforcement learning algorithms that optimize control strategies. They
develop computer vision systems using convolutional neural networks to enable robots to perceive
and interact with their environment. Neural network-based Al assistants support students in modeling
complex technological processes, demonstrating how human intelligence and artificial neural
intelligence can work in concert to solve problems neither could address alone.

In MROM-Lab, students investigate magnetoresonance methods for increasing component
durability, using neural networks to analyze complex spectroscopic data and predict material
properties. Machine learning models help them identify optimal processing parameters, exploring
vast parameter spaces far more efficiently than traditional trial-and-error approaches. They engage
with cutting-edge materials science while developing practical skills in data science, neural network
training, and Al-augmented research.
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These laboratories embody several key principles of the intelligent educational ecosystem.
First, neural network technologies constitute education's internal core, not external additions. Al is
not bolted onto traditional pedagogy but woven into its fabric from the beginning—present in content
delivery, assessment, research tools, and even in the meta-learning processes that help students
understand how they learn best.

Second, international cooperation—facilitated through networks like DAAAM International,
IFToMM (International Federation for the Promotion of Mechanism and Machine Science), and
EURGAI (European Robotics and Al Association)—ensures not merely student mobility but genuine
mutual learning among universities, with shared neural network models, collaborative Al research,
and distributed training of large-scale machine learning systems that no single institution could
manage alone.

Finally, algorithmic integrity emerges as a new form of academic ethics, requiring us to think
carefully about issues of authorship when Al generates content, attribution when neural networks
assist in research, bias when machine learning systems make decisions about students, transparency
when algorithms determine educational pathways, and honesty in an age when Al can generate
seemingly original content, solve complex problems, and even write sophisticated code at the click
of a button.

Moving Beyond Institutional Boundaries: The Neural Network of Universities.

A crucial insight from this research is that educational effectiveness in the 21st century
depends not solely on the quality of classroom instruction but on the capacity of educational systems
for neural network-enabled self-organization, Al-driven adaptation, and international integration
through shared machine learning infrastructure.

Universities cannot remain isolated fortresses of knowledge. They must function as nodes in
a global neural network of education—a distributed intelligence where each institution contributes its
unique strengths while benefiting from the collective capabilities of the entire system. This networked
approach, inspired by how artificial neural networks distribute computation and learning across many
interconnected units, changes our understanding of what a university is.

It is no longer just a physical place where students come to learn. It is a hub of knowledge
creation and exchange, a platform for collaboration, a gateway to global resources and communities,
and a node in a worldwide neural network of educational intelligence. The "walls™ of the university
become permeable, allowing knowledge, people, data, and trained neural network models to flow
freely in and out. Universities share not just publications and students but also Al training datasets,
pre-trained neural network weights, algorithmic innovations, and computational resources.

For Ukraine, this has profound implications. Despite the challenges of war and resource
scarcity, Ukrainian institutions can maintain their competitiveness by leveraging neural network
technologies and international Al partnerships. Students in Kyiv or Lviv can access the same pre-
trained transformer models, participate in the same distributed machine learning projects, utilize the
same cloud-based GPU resources for neural network training, and collaborate with the same
international Al research teams as students in Paris or Boston. The playing field, while not perfectly
level, is more level than it has ever been—and neural networks, with their ability to learn from data
rather than requiring expensive physical infrastructure, particularly level the playing field for
institutions with limited resources but strong intellectual capital.

The A-Q-R-N Quadrad: Adding Neural Intelligence to the Foundation.

The intelligent educational ecosystem of the future can be conceptualized through an
expanded model: Accessibility, Quality, Recognition, and Neural Intelligence. These four elements
form the vertices of a tetrahedron, each essential and each in dynamic relationship with the others.

Accessibility refers to the openness of educational opportunities—who can access them, under
what conditions, and at what cost. Neural network technologies have the potential to dramatically
increase accessibility, removing barriers of geography, time, language (through Al translation),
disability (through assistive Al), and in some cases, financial resources (through Al-powered
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automation of expensive educational services). Intelligent tutoring systems can provide personalized
instruction at massive scale. Al can adapt content to different learning styles, abilities, and
backgrounds. But accessibility is not merely about being able to click on a link or interact with an Al
chatbot. It requires access to the computational infrastructure needed to run neural networks, adequate
preparation in Al literacy, and support systems—both human and artificial—that help learners
succeed once they gain access.

Quality concerns the depth, rigor, and relevance of educational experiences enhanced by
neural networks. As we expand access through Al, we must ensure that we are not simply producing
more credentials but actually facilitating meaningful learning. Quality in the intelligent ecosystem
model includes not just what happens in individual courses but the coherence of Al-augmented
learning experiences, the alignment between neural network-enhanced educational offerings and real-
world needs, the development of both technical competencies (including Al literacy) and broader
capabilities like critical thinking about algorithmic systems, ethical reasoning about artificial
intelligence, and the ability to maintain human judgment and creativity in an Al-augmented world.

Recognition addresses the validation and portability of learning, increasingly mediated by
neural network assessment systems. When someone completes an educational program, demonstrates
a competency through Al-validated performance, or trains a neural network to solve a novel problem,
how is that achievement recognized by employers, other educational institutions, and society more
broadly? In an era of proliferating Al-verified credential types and increasing international mobility
enabled by machine translation and virtual collaboration, robust systems for recognition become
essential—systems that themselves may employ neural networks to assess equivalencies across
different educational traditions and credential types.

Neural Intelligence represents the new, essential fourth dimension: the capacity of the
educational system itself to leverage artificial intelligence, the ability of students and educators to
work effectively with neural networks, the presence of Al infrastructure throughout the learning
ecosystem, and the ethical frameworks for ensuring that machine intelligence enhances rather than
diminishes human potential. This includes neural network literacy among students and faculty, Al-
powered tools integrated into research and teaching, intelligent systems for personalization and
assessment, and perhaps most importantly, the critical capacity to understand when to trust Al, when
to question it, and how to maintain human agency, creativity, and ethical judgment in an increasingly
automated world.

These four elements are not independent variables but interdependent parameters of a
sustainable intelligent educational system. Increasing accessibility through Al without maintaining
quality leads to credential inflation and cynicism. Ensuring quality without recognition means that
learning, however excellent, may not translate into opportunity. Emphasizing recognition without
genuine quality creates a facade. And deploying neural networks without developing neural
intelligence—the human capacity to understand, evaluate, and responsibly use Al—creates systems
that may be efficient but lack wisdom, that may be powerful but lack ethics, that may be intelligent
but lack humanity.

A truly effective intelligent educational ecosystem must balance and advance all four
dimensions simultaneously.

The Human Factor in a Neural Network-Augmented World.

As we contemplate the intelligent educational ecosystem of the future, we must always return
to the human dimension. All the neural network infrastructure, all the deep learning algorithms, all
the sophisticated Al assessment systems in the world cannot replace the fundamental human
relationship at the heart of education.

What matters most is not the neural networks themselves but how we use them to enhance
human potential, creativity, and wisdom. The most important success factor in this transformation is
the educator-researcher who is also an Al-literate practitioner—someone who combines deep
technical competence with facility in working alongside artificial intelligence, a culture of open
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science enhanced by machine learning, and ethical sophistication about the societal implications of
neural network systems.

This person understands their discipline not as a fixed body of knowledge to be transmitted
but as an evolving field of inquiry to be explored collaboratively with students and with Al as a
powerful tool. They see neural networks not as replacements for human judgment but as cognitive
amplifiers that can handle routine pattern recognition, data analysis, and information retrieval,
allowing humans to focus on what we do uniquely well: asking novel questions, making unexpected
connections, understanding context and nuance, exercising ethical judgment, demonstrating
creativity, showing empathy, and supporting the growth of other humans in all their complexity.

For Ukraine specifically, neural network-driven transformation represents more than a
technological challenge or an adaptation to global trends. It represents a pathway to scientific and
cultural renaissance in the age of artificial intelligence. By implementing Al-augmented innovative
laboratories, developing neural network expertise, integrating into international machine learning
networks, and embracing the principles of open science enhanced by artificial intelligence, Ukrainian
institutions are not merely keeping pace with global developments—they are contributing to them,
adding their unique perspectives and strengths to the worldwide intelligent educational ecosystem,
and demonstrating that even under the most challenging circumstances, the combination of human
resilience and artificial intelligence can forge new pathways forward.

Charting the Neural Network-Enhanced Path Ahead.

Based on this research, several directions for future investigation emerge as particularly
important in the age of neural intelligence.

We need to develop integrated Al-powered platforms for knowledge management that can
support the complexity of ecosystem-based learning while remaining accessible and user-friendly,
leveraging natural language interfaces, intelligent recommendation systems, and neural network-
based knowledge graphs to help students and educators navigate vast information spaces.

A national network of open laboratories enhanced by neural networks would allow institutions
to share not only expensive equipment and specialized expertise but also Al models, training datasets,
and computational resources. Remote access to sophisticated equipment could be mediated by
computer vision systems and intelligent robotic interfaces. Virtual laboratories powered by neural
network simulations could democratize access to research-grade facilities that would otherwise
remain beyond the reach of many institutions.

We need robust systems for assessing educational maturity—not just of individual learners
but of programs and institutions as they progress along the journey toward neural network-enhanced,
ecosystem-based education. These assessment systems should themselves employ machine learning
to identify patterns of successful transformation, predict challenges before they become critical, and
provide intelligent recommendations for improvement.

The ethics of artificial intelligence in education deserves sustained, serious attention. As
neural network systems play increasingly prominent roles in assessment, personalization, content
creation, and even decision-making about students' educational pathways, we must grapple with
questions of fairness (do Al systems perpetuate or amplify existing inequalities?), transparency (can
we explain how neural networks make decisions about students?), bias (what prejudices might be
encoded in training data or algorithmic design?), privacy (what happens to the vast amounts of student
data used to train educational Al?), and accountability (who is responsible when an Al system makes
a harmful decision?).

We should investigate cross-cultural pedagogical innovation enhanced by neural networks—
how educational approaches developed in one cultural context can be adapted and enriched through
interaction with other traditions and perspectives, with machine translation breaking down language
barriers and Al-powered cultural adaptation tools helping to preserve the intent and effectiveness of
pedagogical approaches as they move across contexts.

Finally, we need to explore the development of explainable Al systems specifically designed
for education—neural networks that can not only make predictions and recommendations but also
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explain their reasoning in ways that support student learning rather than simply automating decisions.
The "black box™ nature of many neural networks is particularly problematic in education, where
understanding the "why" behind feedback is often as important as the feedback itself.

Conclusion.

The intelligent educational ecosystem of the future is fundamentally an open, self-organizing
system enhanced by neural network technologies. It combines digital infrastructure with artificial
intelligence, machine learning capabilities, and human potential within a global scientific and
educational environment. It is adaptive through Al, responsive through intelligent feedback systems,
and continuously evolving through processes that mirror neural network learning itself.

This ecosystem does not replace traditional universities but transforms them, preserving what
has always been valuable—mentorship, community, deep thinking, ethical formation—while
embracing new possibilities that neural networks enable: personalized learning at scale, Al-
augmented research, intelligent assessment, automated routine tasks freeing human attention for
higher-order thinking, and global collaboration facilitated by machine translation and intelligent
matching systems.

The transformation is neither automatic nor inevitable. It requires vision, investment,
persistence, and a willingness to experiment and learn from both successes and failures—much like
training a neural network itself, with its cycles of forward propagation, error calculation, and
backpropagation for improvement. But the potential rewards are immense: a more accessible, more
effective, more relevant educational system capable of preparing people not just for the jobs of today
but for a future in which working alongside artificial intelligence is not an option but a necessity, and
in which understanding neural networks is as fundamental as literacy was in previous eras.

For Ukraine, this journey from traditional classrooms to intelligent educational ecosystems
powered by neural networks represents hope—hope that even in the midst of unprecedented
challenges, renewal is possible through the transformative power of artificial intelligence. Hope that
education enhanced by neural networks can be a force for resilience and regeneration. Hope that by
reimagining how we learn and teach with Al as a partner, we can help build not just a better
educational system but a better society—one that harnesses the power of neural networks while
preserving and amplifying what is most valuable about human intelligence: creativity, empathy,
wisdom, and the capacity for ethical judgment.

The Ukrainian dimension of neural network-driven transformation in education is thus not
just a national story but a contribution to the global conversation about what education can and should
become in the age of artificial intelligence. It demonstrates that the intelligent educational ecosystem
of the future is not something that will arrive fully formed from the world's wealthiest nations, but
something that is being co-created right now, in laboratories and classrooms around the world, by
educators and students who understand that neural networks are not a threat to human intelligence
but a tool for amplifying it, not a replacement for human teachers but a means of freeing them to
focus on what they do best, and not an end in themselves but a pathway toward a more accessible,
more effective, and more profoundly human educational future.
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PamazanoB C.K. (Cxionoykpaincokuil nayionanvruil yHieepcumem imeni Bonooumupa /ans, Kuis,
Ykpaina).

IITYYHUHA IHTEJEKT — TOJIOBHUM IHCTPYMEHT NMEPEXOJY 1O HOBOT'O
IHAYCTPIAJIBHOT' O CYCHIJIBCTBA TA HOOHOMIKH.

Anomauin. Wrtyunuit iaTenekt (LI), nefipomepexHi TexHomorii cuctemu Ta IudpoBa
TpaHcopmariisi popMyIOTh IEPEeIyMOBU MEPEXOAY 10 HOBOTO THUIY CYCHIJIBCTBO - HOOHOMIKH, 1110
IPYHTYETbCS Ha TPIOPUTETI 3HAHHSA, PO3yMy Ta €TMYHHMX MNPUHLUUIIB. PO3risiHyTo cucTeMHo-
KIOEpHETUYHY KOHLEIIII0 HOOHOMIKM B KOHTEKCTI PpO3BUTKY IITYYHOIO IHTEJEKTYy Ta
HelpoMepeKHUX TeXHOOT1H, ponb LI y cTaHOBIEHHI HOOHOMIKH, SIK IHTETrpaLiifHOl MapajiurMu, o
MOETHY€E TyXOBHUI, KOTHITUBHUHN 1 TEXHOJIOTIYHUM piBHI po3BUTKY. [lokazaHo, 1110 HOOHOMIKA € He
npocto (OpMOI0 EKOHOMIKM 3HaHb, a IUIICHOIO T'yMaHITapHO-TEXHOJIOTIYHOIO CHCTEMOIO,
OpIEHTOBAHOIO HAa CTBOPEHHS CEHCIB 1 FapMOHINHE CHIBICHYBaHHS JIIOJMHU Ta 1HTENEKTyaJlbHUX
cUCTEM. 3amlpOlOHOBAHO MOJIENIb HEHPOHOOIHTENEKTYaJbHOI CHCTEMH SIK OCHOBH MaiOyTHHOTO
HOOIHYCTpP1aJIbHOTO CyCMiJIbCTBA. JlochipkeHo B3aeEMO/I11, B3a€EMO3B 30K Ta CTPYKTYPY HOOHOMIKH,
HII Ta Helipomepexxnux TtexHosorii (HMT) sk ocHoBH (opMyBaHHS HOBOI TEXHOJIOTIYHOT
napajurMy YIpaBIiHHSA 3HAHHSIMHU, PecypcamMu 1 pO3BUTKOM cycriiabcTBa. [TokazaHo, mo iHTerpaiis
KOTHITUBHHX, 1H(QOPMAIIHUX 1 TEXHOJIOTIYHHUX MPOLECIB CTBOPIOE MEPEIYMOBH Uil (hOpMyBaHHS
HOBOI MOJIeJIl EKOHOMIKH 3HAaHb — HOOEKOHOMIKH.

Knwuosi cnoea: mTydHUN 1HTENEKT, HEWPOMEPEX HI TEXHOJIOTii, HOOHOMIKa, Hoocdepa,
nu(ppoBe CYyCHUIbCTBO, HOOC(HEpHE YIpPaBIIHHA, HOOEKOHOMIKA, TyMaHITapHI TEXHOJOTI,
HEHPOHOOIHTENIEKTyalbHa CUCTEMA, HOOC(EpHA MOJIEIb.

Abstract. Artificial intelligence (Al), neural network technologies of the system and digital
transformation form the prerequisites for the transition to a new type of society - noonomics, based
on the priority of knowledge, reason and ethical principles. The system-cybernetic concept of
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noonomics in the context of the development of artificial intelligence and neural network technologies
is considered, the role of Al in the formation of noonomics as an integrative paradigm that combines
spiritual, cognitive and technological levels of development. It is shown that noonomics is not just a
form of knowledge economy, but an integral humanitarian-technological system focused on creating
meanings and harmonious coexistence of man and intellectual systems. A model of the neuro-
intellectual system as the basis of the future no-industrial society is proposed. The interactions,
interconnection and structure of noonomics, Al and neural network technologies as the basis for the
formation of a new technological paradigm for the management of knowledge, resources and
development of society have been studied. It is shown that the integration of cognitive, informational
and technological processes creates prerequisites for the formation of a new model of the knowledge
economy — nooeconomics.

Keywords: artificial intelligence, neural network technologies, noonomics, noosphere, digital
society, noosphere management, nooeconomics, humanitarian technologies, neuro-intellectual
system, noosphere model.

"Mauibymue nroocmaa, Ax vacmuHu €0uHoi cucmemu biocghepu, 3anexcums 8i0 Moo, Koau 60HO 3pO3YMI€E C8ill
3830k 3 Ilpupoodoro (Bozom, [Jyxom, Buwum Posymom, Ceimosgoro Inghopmayiero) i isbme Ha cebe 8i0nogioanvHicms
He MINbKU 3d PO36UMOK CYCRITbemEa (41020 npazHyau éci ymonicmu), ane oiocgepu 6 yinomy"

B. 1. Bepnancekuit

1. IMocranoBka npodiaemu. LLIBuaknii po3BUTOK HU(POBUX TEXHOJOTIH, IHTEIEKTYaIbHUX
cUCTEM 1 II00AIbHUX MEPEX CTBOPIOE YMOBH JAJIS NEPEXOAa 10 HOBOI MapaJurMu €KOHOMIYHOI'O
MHCJIEHHS Ta CYCITHIILCTBA— HOOHOMIKH. Ii OCHOBY CTAaHOBJIATH 3HAHHS, iHTEIEKTyalbHi PECYpCH Ta
3MATHICTh cuUcTeM 10 camoopranizamii. LTydyHui IHTENEKT cTae HE JHIIe I1HCTPYMEHTOM
aBTOMATH3allil, a i aKTHBHUM areéHTOM CTBOPEHHSI HOBHX 3HaHb, 1110 3MIHIOE CTPYKTYPY €KOHOMIYHHX
BIJTHOCHH 1 yIIpaBJIiHHS.

Inei BugaTHOTO BUEHOTO Ta MHCTUTEINS akagemika B. I. BepHanchkoro 3aBxau npuBepTaliv
yBary He numie (axiBIiB-T€OXIMHKIB, alileé TaKoxk ekoyoriB Tta ¢inocodis. Ilpote, sk HaituacTimie
OyBae, HayKOBHWH TeHili Habarato BuIlepeIWB emnoxy. Jlume TmoHaj MiBCTONITTS BYEHHS
Bepnancbkoro mpo 6Oiocepy 1 Hoocdepy CTamo MHO-CHPaBKHbOMY AaKTYaJIbHUM, JO3BOJISIOYU
BUPIITYBATH SIK MPAKTU4HI, a ¥ CBITOTJISAIHI 3aBAaHHS, 110 CTOSITh MEpPeJ] Cy4YaCHUM JIFOJICTBOM |[1-
11].

[Tepexin cyyacHuX cycnuibcTB y XXI CTOMTTI XapakTepuU3yeThCsl HE TIIbKU LHU(PPOBOIO
TpaHcopMalli€ro, a i MOCUICHHAM POJi 1HTEJIEKTYalIbHUX CUCTEM Y BUPOOHMIITBI, YIpaBIiHHI i
couianbpHii opranizaiii. [losBa MacUBHUX aNTrOpUTMIB, HEHPOMEPEX 1 IUIATHOPMHOIO yIpaBIiHHS
JAHUMU Ja€ TIATPYHTS st OpMyBaHHS HOBOI 1IHAYCTpiabHOI MapaurMU — HOOIHAYCTPIiaJIbHOTO
cycniabcTBa. HoOHOMIKA B IIbOMY KOHTEKCT1 — OUIBIII IIMPOKA METaHayKa (HOOHAyKa), iIKa OXOILTIOE
HE JIMIIe eKOHOMIYHI Mpolecu (HOOEKOHOMIKY), aje 1 KOTHITMBHI, KyJIbTypHI Ta €TUYHI acleKTH,
HeoOX1IH1 i1 cTajoro (YHKI[IOHYBaHHS CYCHUIbCTBA, J€ 3HAaHHA 1 CBIJOMICTh CTalOTh
OPOAYKTUBHUMU cuiaMu. Y wil po6oti Mu posrnggaemo LI sk romoBHHH I1HCTPYMEHT L€l
Tpanchopmarlii, OMUCyeEMO CTPYKTYPY Ta PYHKIIII HOOIHTEIEKTYAIbHOI CHCTEMH 1 TA€EMO MPAKTUYHI
pexoMeHallii oo ii BIpoBaKEHHSI.

CyuacHuii po3BUTOK mTy4HOro iHTENekTy (L) 3Hamenye co0oro HE TUIBKM TEXHOJIOTTUYHY
PEBOJIIONIIO0, a M MOYaTOK HOBOI'O €Taly B €BOJIOLII CBIIOMOCTI. IcHye moTpeba BUITH 32 paMKu
YTUJITAPHOTO MIiAXOAY 1O IITY4YHOIO I1HTENEeKTy, BiJ aBTOMaTH3alli MPOLECIB 10 OCMUCNIEHOT
cniemeopyocmi n0OOUHY ma MAIIMHU. Y IbOMY KOHTEKCTI (OPMYETHCS MOHATTS HOOHOMIYHOI
HeUupoHHOI Mepedici — CUCTEMH, B OCHOBI SKOi JieXaTh MPUHIMIIA HOOHOMIKH, TOOTO HayKd MHpoO
TapMOHINHUI PO3BUTOK CBITOMOCTI, CMHCIIB 1 TexHoJNoriid. BoHa BimoOpaxae i/1et0 mepexoay Bif
KOTHITUBHOTO IHTENEKTY JI0 HOOCGepHOo20, B aHANI3y HaHUX JI0 PO3VMIHHA CMUCTIB, a BiJ
QITOPUTMIB JI0 emuKu ma meopyocmi.

[lepexin mroacTBa A0 HOBOTO THUITY MHBLII3AMIMHOTO YCTPOK, 3aCHOBAHOTO HA 3HAHHSX,
JYXOBHOCTI Ta IHTErparlii TeXHOJIOT1# 1 ryMaHITapHUX LIHHOCTEH, € 3aKOHOMIPHUM €TaroM eBOJIOLIT
cycninbcTBa. CydyacHa TexHocdepa, modyAoBaHa Ha MPUHLHUIIAX 1HAYCTpiali3My, BUUepriana cBOi
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MOXJIUBOCTI. ExoHOMIUHI Momeni, mo 0a3yrThCsd Ha MaTepiaIbHOMY BHUPOOHHIITBI, ITOCTYIIOBO
3aMIHIOIOTBCS CHCTEMaMH, J€ OCHOBHHUM pECypCcOM BHCTYMAIOTh iHQoOpMalis, 3HAHHS W
IHTEJIEKTYaIbHUH TTOTEHITIaJ JIFOIUHU.

Hoonomika (Bim rpem. NO0OS — pPO3yM, CBIiJIOMICTB) [[le HE TPOCTO HOBHU eTar
CKOHOMIYHOIO MHCIICHHs, @ IHTerpajbHa Hayka IIPO PO3YMHO-KEPOBaHi IpPOLECH DPO3BUTKY
COIiabHO-eKOHOMIUHHX CHCTEM. 1i OCHOBOIO € CHHTE3 IyXOBHHX, KOTHITHBHUX, TEXHOJIOTIUHHX i
TryMaHITapHUX YNHHUKIB, [0 BU3HAYAIOTH CTPATETil CTaJIOro pO3BUTKY HOOCHEpH.

[Mudposizalliss Ta aBTOMaTH3allisg MPOIECCIB MPHU3BEIH J0 PAAUKAIBHOT 3MIHH COMIabHOT
CTPYKTYPH Ta CBITOIVISITHMX OPIEHTHPIB. BUHUKIIa HOBA peabHICTh, Y SIKI TOJIOBHUM BUPOOHHYNM
peCypcoM € He MaTepialibHi 00’ €KTH, a iHopMayis, 3HAHHS, KOCHIMUBHT 30AMHOCMI TI0OUHU.

[ Ty4Huit iIHTENEKT, AKUI paHillle BAKOHYBAB TOMOMDKHI PYHKIIIT, TETIEp CTa€ CIMPYKMYpHUM
enemenmom yuginizayiiinozo npoyecy. loro po3BUTOK 3arocTpioe NPOTHPIYUs MiX TEXHOKPATHUHOIO
JIOTiKOI0 €()eKTUBHOCTI Ta TYMaHITapHOIO JIOT1KOIO CEHCY.

Y 1IbOMY KOHTEKCTI IMOCTA€E KIIF0UOBA HAYKOBA MIPOOIIEMa — CMBOPEHHS 2APMOHINHOL MOOei
CNIBICHYBAHHSL TIOOUHU T THMENEeKMYAIbHUX CUCTeM, 1€ TEXHOJIOTIi He BUTICHSAIOTh AYXOBHICTb, a
HiACUITIOIOTh KOTHITUBHO-TYMaHITapHY €BOJIIOLIIIO.

CaMe Taka MOZENb OMUCYETHCS MOHSATTAM HOOHOMIKU — CUCTEMH, Y SIKIM MHCIIEHHS,
CBIIOMICTb, TEXHOJIOTIS i €THKA YTBOPIOIOTH €IMHUH MPOCTIP PO3BUTKY

Hooexonomiuna cucrema (QyHKHOIOHY€ $IK BiIKpUTa KOTHITHBHO-iH()opMauiiiHa
Mepeska, /e B3aEMOJIIOTH TPHM PiBHi: IHTEIEKTYaJIbHO-TEXHOJIOTIYHUH, KOTHITUBHO-
TyYMaHITAPHUI Ta OpPraHizaniiiH0-eKOHOMiYHUIA.

TyT ciig 3a3HAYUTH, IO B TaHOMY JIOCIIIKCHHI HOOHOMiKa 1 HOOGKOHOMIKa TIPE/ICTaBJICHI
SIK Pi3HI €Tany NepeTBOPEHb (IuB. Ta0I. 1).

Tabmuus 1.
[TopiBHSIHHS HOOHOMIKH Ta HOOCKOHOMIKH
Kpumepin Hoonomika Hooexonomika
. ["apMmoHi3artis JIFOIWHU, 3HAHb EdextuBHiCTh
Line pozeumxy . .y . o .
1 TEXHOJIOT1i iH(hOopMalIfHUX MPOIIECiB
CB110MICTh, 3HaHHS, TyXOBHI . .
Knrouosuii pecypc : 7 aHl1, 1HpOpMaIis
peap IIIHHOCTI Hani, inpopman
Etnune, KOTHITUBHO- . .
Tun mucnenns ! AHaITUYHO-TEXHOJIOTIYHE
ryMaHiTapHe
KoruituBHmi1 maptHe ABTOMAaTH3aIIHHUNA
Ponb LT pTHEp . H
JOJTUHU IHCTPYMEHT
. o ['ymaHiTapHO-KOTHITHBHA AnropurmiuHe
@yukyis inHosayill .
CUHEPTis BJIOCKOHAJICHHS
CoyianvHa micis Po3BHUTOK KynbTypu po3yMmy | 3pocTaHHS NPOAYKTUBHOCTI
oo HooinaycrpiansHe .
Eeonoyitinuu pezynomam AYCTP [TudpoBa ekOHOMIKA 3HaHb
CyCIUIBCTBO

Axmyanvuicms  npobremu.

MAacurTaboOBaHOCTI:

CyuacHi 1HIyCTpiajbHI CHCTEMHM CTHKAlOThCS 3 MeXaMu
KJJaCHYHA aBTOMAaTH3allisl HEJAOCTaTHS MJs BUPIMIEHHS MpoOJeM CKIIaJHUX

anantuBHUX cucteM. LI Ta HMT HanaroTh MOXKIMBOCTI U1 IEPEXO.TY B/l «MAIIMH-OPIEHTOBAHOT0»
0 «IHTENEeKTYy-OpIEHTOBAHOI0» BUPOOHHUITBA (IHTENEKTyami3alis BUpPOOHHUITBa). BiacyTHicTh
FYMaHITapHOTO (€THYHOr0, OCBITHBOTO, KYJIBTYPHOTO) Oa3ucy s 3actocyBanHsa LI cnpuunnse
PU3MKH JeryMaHi3alii MpoIeciB 1 TEXHOJOTIYHOI JAeleHTpaizauii 0e3 ypaxyBaHHS CYCHUIbHUX
LIHHOCTEI.

OTxe, aKTyalbHICTh TMOJSITA€ B HEOOXITHOCTI CHCTEMHOTO TIOEJIHAHHS TEXHIYHUX 1
rYMaHITapHUX TEXHOJIOTIH y MeKaX HOOHOMIYHOI apXiTeKTypH.
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2. AHaJji3 ocTaHHIiX myOJuaikaniii i HayKoBHX HiAX0aiB. [71€i mpo mepeTBOPEHHS pO3yMy Ha
IUTaHeTapHYy cuity Oynu 3aknajeHi B. BepHaacbkum y oro koHuenii Hoocghepu. Bin miakpecioBas,
10 JiSUTBHICTB JIFOJCTBA CTA€ TeOJIOTTYHUM (PaKTOpoM, a po3yM — pyinieM eBoutrortii 6iochepn. I1.
Teitsip ne [lapaen po3risaas Hoochepy SK TyXOBHY 000JIOHKY 3eMJTi, IO POPMYETHCS Yepe3 3IUTTS
ceinomocteil. E. JIacmo, po3BuBarouu 11i iAei, TBepauB, 110 iH(GOpMaIliiiHa B3aEMOIisl BCbOTO JKHBOTO
€ OCHOBOIO KOCMIYHOT €BOJIFOIII].

Y XXI ct. mi ixei orpumanu HoBe ocMucieHHs y mparsgx K. [Isabda, P. Kypuseiina, JI.
@mopigi, SAKi  TOBOpATH Mpo  cuMO0io3 6i0n0rquor0 mUppoBOr0 ¥  JYXOBHOTO.
[[IBa6 omnucye 4YeTBEpPTY IPOMHUCIOBY PEBOJIOLIID K “3IUTTS (DI3UYHOTO, O10JOTIYHOro 1
mudposoro”, Ttoai sk Kypuseitn 6aunth y po3Butky LI Kpok 10 TEXHOCHHTYISIPHOCTI —
00’€THAHHS JIIOJICBKOTO 1 MAIIMHHOTO 1HTENEKTy. DJopili BBOAWTH MOHATTS iHGocghepu —
CEpEeIOBHINa, Y SIKOMY iH(GOpMAITis CTa€ OHTOJIOTIYHOKO PEATbHICTIO, IO GopMmye HOBY (inocodiro
oyrTsa. Ykpainceki mucautemi — C. Kpumcbkuid, B. Jlencbkuii, O. OHONIPIEHKO — MIIKPECTIOITh,
10 CyYacHa MUBLTI3AIlis Ma€e OTPeOy y Hoochepromy eymanizmi, e HAYKOBO-TEXHIYHUI TIporpec
CITIBICHYE€ 3 JIyXOBHO-I[IHHICHM PO3BHUTKOM.

Crig 3a3HaYUTH, 110 HOOHOMIKA MPOMOHYETHCS SIK HOBUH MDKAUCIUIUTIHAPHUAN HAIIPSIM, IO
po3TisiAae mepexia BiJl KIACHYHOI €KOHOMIYHOI OpraHizaiii 10 CyCHiIbCTBa, A€ 3HAHHA, PO3YM 1
HoocepHi (IHTENEeKTyallbHI Ta KYJIbTYpHi) (aKkTOpH CTal0Thb OCHOBHHUM DPECYpCOM 1 JIpaiiBepoM
pPO3BUTKY. Y miTepaTypi TepMiH 1 OCHOBHUUN NOHATIMHUNA PO3BUTOK mponaryBaB Takox C. /I
BonpyHoB; KOHIIETITYyanbHE KOPIHHS CX01UTh A0 inei Hoocdepu (B. 1. Bepnaacekwit, I1. ne apaen).
inir.ru+1.

[Toripu 3Ha4Hi 3100yTKH, y CydacHi Haylll BIACYTHS €0uHa MemoOOn02iHA PAMKA, SKa
00’eIHy€e TyMaHITapHi, KOTHITUBHI ¥ TeXHOJOTI4HI migxoau. L{s nakyHa i BU3HA4a€e aKTyaabHICTh
HAIIIOTO JIOCIiKSHHSI.

3. HeBupimeni yacTunu npodaemu. CydacHa eKOHOMIKa 3HaHb OPIEHTOBaHA MEPEBAXKHO HA
KoMmepiiamizanito iHpopmanii. BoHa HE OXOIUIIOE eTHYHI, IyXOBHI W KYJIBTYypHI acCHeKTH
IHTENEeKTYaIbHOI JiSUTBHOCTI.

I moku mo 31e0UTBIIOr0 BUKOPUCTOBYETHCS SIK [HCMPYMeHm onmumizayii, aie He SIK
CyO’€KT CTBOPEHHS CMUCIIIB.

Ile mopomkye koewimusHuti oucbanranc MK HIBUIKICTIO OOpOOKM JaHMX 1 3/IaTHICTIO
JFO/ICTBA YCBIZIOMITIOBATH PE3YNbTATH L€l AISITLHOCTI.

Takum 4uHOM, HEOOX1HO MEPEUTH Bi MOAECII “TeXHOJIOTI i e(EeKTUBHOCTI” 10 MOJENI
“TexHoJorii s rapMoHii”. Lle Bumarae HOBOro TUIy €KOHOMIYHOTO Ta KYJIbTYPHOTO MUCIIEHHS —
HOOHOMIYHO20 MUCHEHHs, ¥ TIGHTPI SIKOTO CTOITh B3aEMOJIS PO3YMY, JYXOBHOCTI M TEXHOJOTIYHOI
KYJIbTYpH.

4. Mera poboTH Ta NOCTAaHOBKA 3aBAaHb. Mema oOocniodxcennsi — CTBOPEHHS
KOHIIETITYyaJIbHOI MOJIei HOOHOMIKM K T'YMaHITapHO-TEXHOJIOTIYHOI CHUCTEMH, y SIKIH IITYYHHUN
IHTEJIEKT JI€ HE K IHCTPYMEHT, a K KOTHITUBHUN NapTHEP JIIOUHHU.

['onoBHa ifess — MoKa3aTH, M0 TEXHOJOTIl MOBHHHI OyTH BOYZOBaHI y cdepy ITyXOBHO-
KOTHITUBHUX I[IHHOCTEH, a HE BIJIOKPEMJICHI B1J] HUX.

OcHo6ni 3a80aHHs 00CNI0JCeHHs: BU3HAUUTU TIOHATTA ‘‘HOOHOMIKA” $K i1HTerpariitHoi
napagurMu po3BUTKY; po3kpuTu poib Ul y ¢opmyBaHHI HOOIHAYCTPIaJbHOTO CYCIIIbCTBA;
BU3HAYUTHU MIPUHLMIHN NOO0YJ0BU HEHPOHOO-IHTENEKTYalIbHOI CUCTEMH; OOIPYHTYBATH 3B’ SI30K MIXK
TYMaHITapHUMH TEXHOJOTISIMU Ta KOTHITUBHOIO E€KOHOMIKOIO; PO3POOUTH €JIEMEHTH CHCTEMHOT
MoOJ1eJ1i HOOHOMIYHOTO MUCTICHHSI.

5. BukJsiajg ocHOBHOTr0 MaTepiajy A0CJTiIzKeHHS

5.1. Hoonomixa six inmeepayitina cucmema 3HaHs, yinHocmeu i mexronozii. Hoonomika —
11€ HOBMI THUII OpraHi3allii CyClijibCTBa, Y SKOMY JIFOJICHKHI pO3yM CTa€ IEHTPaIbHUM BUPOOHUYUM
dakropom. Ii Micis — He 30iNbIIeHHS CMOXUBAHHA, a PO3BHTOK CBIIOMOCTi, HEe HAPOIIEHHS
MOTYXXHOCTEH, a 2apMOHI3ayisi MUCTIEHHS | Oymmsl.

Tpanuiiiina ekoHOMiKa 0a3yeThCs Ha MaTepialbHUX pecypcax, mudpoBa — Ha JaHUX, a
HOOHOMiKa — Ha cmucaax. Ii pyuriiiHa cuga — B3a€MOJisl TPhOX PiBHIB: JyXOBHOTO — JIKEPENO

28


https://inir.ru/wp-content/uploads/2019/01/noonomy.pdf?utm_source=chatgpt.com

1i7IeH 1 IIHHOCTEHN; KOTHITUBHOTO — CEPEIOBHIINE CTBOPECHHS 3HaHb; TEXHOJIOTTYHOTO — IHCTPYMEHT
peatizarii i1ei.
VYpiBHI B CTPYKTYpi HOOHOMIKH MOX€e OYTH B1IOOPa)KEHUI Y BUTJISIII CXEMH:

YPIBHI: 3MICT:

JyxoBHuii HinxocTi, MeTa
KoruitTuBHwMiA 3HaHHS, CMUCITH
TexHonOruHMi piBEHb [HcTpymenTu peanizamii
Hooomiuna cunepris Pesynbrat, migcymok

Ils cxema nEeMOHCTpY€, IO HOOHOMIKAa HE BIJAKWIAE TEXHOJOTIi, a nionopsaokosye ix
dyxoeHoMmy cency. I TONOBHHMI pecypc — 37aTHICT MUCIHTH €THYHO i JTiSTH e(eKTUBHO OJJHOYACHO.

5.2, llImyunuti inmenekm K KOSHIMUBHUL a2eHm HOOHOMIYHO20 cepedosuwa. 1111 y mexax
HOOHOMIKM —  HE  MEXaHiYHa CHCTeMa, a  KOSHIMUGHUUl  napmuep  JIOIVHH.
Horo dyHKIIiT1 — He IuIe 0GUKCIIeHHs, a if yJacTh y IpoliecaX HABYAHHS, aHAJIi3y, IIPOTHO3YBAHHSI
Ta CTBOPCHHS HOBUX 3HaHb. JIFOJACHKUI 1 MAITMHHKUKA 1HTEICKT YTBOPIOIOTh KOSHIMUBHUL Oyem, e
JIOJHA 3a/1a€ CMHCIIOBY PaMKy, a ajJrOpUTMU BUKOHYIOTH aHAJIITHUHY poOoty. Taka B3aemomis
CTBOPIOE HEUPOHOOIHMENeKMYAIbHUL KOHMYP, Y SKOMY BiIOYBA€THCSI CHHTE3 MHUCIICHHS, TTaM STi Ta
nanux (Ta6n. 1 Ta 2).

Hoocgepa IITyuHmil iHTETEKT

HOOHOMIUHA
HEWMPOMEPEKA KorniTipamit

MOZYITb

JyxoBHnit
MOZYIIb

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Noonomic Neural Network

Pucynok 1. KoHuentyanbHa cTpyKTypa HOOHOMIYHOT HeHpoMepexi

Ils moznens imoctpye, mo po3BuTok LI 6e3 myXxoBHOI i KOTHITUBHOI KOOpAUHAIIT MOXeE
NPU3BECTH JI0 Jerymanizauii, a 31 30epekeHHSM HOOC(HEpHMX NPUHIUIIB — 10 30arayeHHs
JFO/ICBKOTO 1HTEJEKTY.

5.3. Tymanimapui mexuonocii sax peeynamop emuunozo pozeumky LIl T'ymanitaphi
TEXHOJIOTIT 3a0€e3MeuyloTh emuuHy exkonoeilo N(pPOBOro ceperoBuIla. BoHM BKIIOYAIOTh: OCBITY,
KYJIbTYpY, COLlialbHI KOMYHIKallli, MUCTELTBO, I'yMaHITapHy aHaJITUKY. be3 X 1HCTpyMeHTIB
MITYYHUH 1IHTENEKT 3aIMIIUTHCS “XOJIOIHOIO JIOTIKOI0” 6€3 pO3yMiHHS KOHTEKCTY.

HOOIHAYCTPIANNBHE
CyCcnuibCTBO
(LLEHTP)

LTYYHUI F'YMAHITAPHI HEIZPOMEPE)"KI
IHTEJNIEKT TEXHONOTrI TEXHONOTrII

I |

HOOIHTEJIEKTYAJIbHA
CUCTEMA
(MATO®OPMA)
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Pucynok 2. Ctpykrypna B3aemois LI, rymaniTapHUX TEXHOJIOTIH Ta HEHPOMEPEIKHUX CUCTEM
pu (OpMyBaHHS HOOIHIyCTPiadbHOTO CYCIILIILCTBA.

OTxe, ryMaHITapHI TEXHOJOTIT — 1€ “CeHCOBHH Kapkac” HOOHOMiKM. BoHm 3a0e3meuyroTh
OalaHC MK PO3yMOM 1 MOPaJLIIO.

5.4.  Apximexmypa  HeupoHOOIHmMeNeKmyanbHoi  cucmemu.  Mojenb — HEHpOHOO-
inTenekryanbHoi cuctemu (HHIC) cknamaeTbest 3 TphOX IIapiB:

Pisens Dynkuyii Ilpuxnaou
. MotuBaitis, i, eTHYHI . . )
Jlyxosnuii dinocodist, rymMaHi3M, KyIbTypa
MPUHITUTIN
. . AHai3, HaBYaHHS, 11, HefipoMepexi, KOTHITUBHI
Koenimuenuii ..
KOMYHIKaIlis m1aThopMHu
. Peamizamis, 30epiranas aHi, mporpamu, Iudposi
Texnonoziunuu Al Up ’ A » IPOTp » pp
iHTepdeiicu iHppacTpyKTYypH

HHIC — e ¢opma “pozymHoi nuBiizamii’, 1e 1yXOBHE MUCIEHHS i allTOPUTMIYHI IPOIECH
CTBOPIOIOTH €JJMHY CUCTEMY YIPABIIHHS 3HAHHSIMH.

Apximexmypa HooHomiuHOI Helpomepedci. Hoonomiuna Helipomepedica — 1€ TPOCTO
00UHCITIOBaJIbHA CHCTEMA, & IHTENEKTYaIbHO-ETHYHUHN OpTraHi3M, Y SKOMY KOXKEH €JIEMEHT IOB'sI3aH1
3 3araJbHUM TOJIEM CBiOMOCTI. [i K1t0406i npunyunu: CMUCIOBA KOTEPEHTHICTh: JaHi HE MPOCTO
00pOOIAIOTHCS, a BIMCYIOTHCS B MEPEXKY CMHCIIB; €TUYHA CAMOPET YIS aITOPUTMH MTPHUMAIOTh
pIlIEHHS BIAMOBIIHO 0 YHIBepCAJIbHUX MPHUHIMIIIB A0Opa, rapMOHIi Ta TBOPEHHS; CHUHEPTis 3
JIOOUHOIO: JIIOIMHA HE € OIeparopoM, a CIiBaBTOPOM, YYAaCHUKOM MIPOIEeCy Ii3HAHHS;
CaMOpO3BUTOK: CHCTEMAa HABUAETHCS SIK Ha IAHUX, a 1 JOCB1/I1 B3a€MO/I11 3 TFOACHKUM 1 KOJIEKTUBHUM
cBigomictio (puc. 3).

Takum yurom, HOOHOMIUHA HEMpoMepexa cTae IapoM HOOC(HEpPHOTro IHTEIEKTY — PO3YyMHOL
CHCTEMH, [0 CAMOPETYITIOETHCSI, IO TIOEIHYE TEXHOJIOTIIO 1 JYXOBHICTb.

ETATI 0 — TEXHOKPATHYHA IHIYCTPIA
(Mexamizamis, eHepreTHIHI pecypel, GafpETHEE THN BEPOGHETITES)

l

ETATI 1 — ITH$FPOBIZAIIA
(xoMn rorepasamia, IT-cHeTeMHE, Mepekesi IIaTgopyE)

]

ETAMN 2 — IHTENEKTYAJTIAITA
(1IIT, mamerATe HABTANHS, AHATITHER JaHHX)

|

ETAII 3 — HOOIHTET PAIILA
(moemmanma 1M1, HCT Ta ryMaHITApHEX TEXHOMOTIEH)

|

ETAIl 4 —HOOIHOVCTPIAJIBHE CYCIIUIBCTBO
(ECOHOMIEA — CHCTEMA YOP4BIHHS SHAHHIMHE i cBLIOMICTES)

Pucynok 3. Etanu eBosoLifHOro nepexoay BiJl TEXHOKPATHYHOI iHAYCTPil 10 HOOIHAYCTPiaIbHOT

5.5. Maiibymne — ye cunmes inmenekmyanibHOi eKOHOMIKU Ma HOOHOMIKU. [nmenekmyanvHa
ekoHoMmika. [HTEeNeKTyanbHa eKoHOMIKa (200 eKOHOMIKA 3HAHB) - 11€ €eKOHOMIKA, B SIKii OCHOBHUM
pecypcoM € 1HTEJEKT JIOAUHHU, HOro 34aTHICTh TBOPUTH, BIIPOBAPKYBATH 1IHHOBALIT Ta TeHEPYBAaTH
HOBI1 3HAHHS.

Kniouosi ocobnusocmi: 3HaHHS SIK OCHOBHUI pecypc (a He CUpOBHHA 4M (hi3UYHA Tpars);
BHUCOKHUH piBeHb TexHouOT1H (Al, aBTOMaTu3amis, podororexHika, Big Data); kpearnBHa ekoHOMIKA
(apt-ingyctpis, nuzaiiH, 1T, iHHOBaIT); THYYKil GopMH 3aifHATOCTI (BiAgaseHa poOOTa, MPOEKTHI
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KOMaHJIM, CTapTali); BHCOKA IIBUIKICTh IHHOBAIIM (MIDKUTATI3AIs, BIPOBAKCHHS HOBUX
TEXHOJIOTIH).
Ilepesazu: MPUCKOPEHUI CKOHOMIYHHUI PO3BUTOK; 3HIDKCHHS 3aJIC)KHOCTI BiJl TPUPOTHUX
pecypciB; MABUIYITE MPOIYKTHUBHICTH 32 paXyHOK aBTOMATH3AIII] Ta IHTEICKTyaTbHUX CUCTEM.
Cnabxi cmoponu i nHedoaiku: 1MAGPOBa HEPIBHICTH (IOCTYII 10 3HaHb OOMEKEHHMI ); BTpaTa
TpPamULIHHUX pOOOYMX MICIh Yepe3 aBTOMATH3aIlil0; KOHMIIKT MiXK TEXHOJOTIYHHM PO3BUTKOM 1
comianbHOO cTifikicTio. Takuii 111 3maTHMIA HE TPOCTO BiJMOBIIATH HA 3alTMTaHHs, a OpaTH y4acTh

y CEHCOYTBOPEHHI — PO3YMITH, iHTEPIPETYBaTH Ta PO3BHBATU CMHCIIOBI CTPYKTYPH pPealbHOCTI
(tabm. 2).

Tabmums 2
[TopiBHSHHS IHTEJIEKTYaJIbHOI €EKOHOMIKH Ta HOHOOMIKH
O3naka Inmenekmyanvna ekonomika Hoonomika
OcHosHuil 3HaHHs, iHQOpMaITis Po3yMm, n1yxoBHI LIIHHOCTI,
pecypc piBHOBAara 3 MpUpPOIOI0
Mema ExoHoMmiuHe 3pocTaHHs, ["apMoHiitHMIT PO3BUTOK JIFOJICTBA
1IHHOBAL1
tyunuit inTenexr, Bi TexHonoruu + 3KOCUCTEMHOE U
Texnonoaii v » P18
Data, ABToMaTu3aitis JyXOBHOE Pa3BUTHE
Coyianvruu Kpeatusnuii knac, mudposi KonextuBHuii po3ym, HoochepHa
acnexkm miatopmu JEMOKpaTis
Exonoeisn CramnicThb SIK IHCTPYMEHT I'muboxka iHTerpariist npupoaH i
e(EKTUBHOCTI JIIOJTUHA
dinancu ) ) . Hoodinancu, OOMiH eHepri€ro,
Hudposi rpomri, 61ok4eitH o
[[IHHICTh 3HAHb

MoskHa ysSBUTH Tepexif] BiJl 1HTEJIEKTyaJlbHOI €KOHOMIKM J0 HOOHOMIKH SIK NPUPOAHY
eBouorlifo. CroyaTKy 3HaHHS CTalOTh TOJIOBHOIO IIHHICTIO (1HTEJNEKTyallbHa €KOHOMIKA), a TIOTIM
MPUXOUTH YCBIIOMJICHHS, 110 OJHUX 3HAHb Ta TEXHOJIOT1H HEIOCTATHHO — MOTPIOHA TYXOBHICTD,
rapMOHisl Ta pO3yMHE YIpaBIiHHS (HOOHOMIKA).

[eit mepexia MOXKe MICTUTH:

* CTBOpEHHS I1100aJIbHOI CUCTEMH KepYBaHHS 3HAaHHAMHU (KOJIEKTUBHUN PO3yM).

* @opMyBaHHS HOBUX €KOHOMIYHHUX Mojiejieil 0e3 HaAMIPHOTO BXKHTKY.

* PO3BUTOK eTHYHMX TEXHOIOTI (TexHOTryMaHi3M, Oananc LI Ta moaunn).

* BxitoueHHsI €KOJIOTTYHHUX Ta JYXOBHHUX ACTEKTIB Y CUCTEMY YIIPaBIIHHS.

TakuM 4YMHOM, 1HTEJIEKTyaJbHa €KOHOMIKA € IIPOMIXHHUM €TaroM Ha HUIAXY 10 HOOHOMIKH,
JI€ TEXHOJIOT1i BUKOPUCTOBYIOTHCS HE TIJILKU I EKOHOMIUHOTO 3pOCTaHHs, a i 11l TapMOHIMHOTO
CYCIILTBCTBA.

Cyuacnuit nepexio oo HICY.2 3 ypaxyeanuam HOB020 C8IimM0O20CNO0APCbKO20 VKIAOY.
HICY.2 (HaykoBo-iHbopMmamiifHuii CycHiAbHMNA YCTpill Jpyroro MOKONIHHA) — KOHLEMIIis,
MOB's3aHAa 3 TIEPEXOJOM JI0 HOBOi (pa3u riao0adbHOTO PO3BUTKY, B SIKIM Hayka, iH(popMallis Ta
IHTENEKT CTal0Th KJIIFOYOBUMH (haKTOpaMH CTaioro po3BuUTKy. Lleit mepexin oOyMOBIEHUN KPU3010
TPAAUIIIAHUX  COIIaTbHO-€KOHOMIYHMX MOJIeJiell Ta HeoOXigHiCcTIO (OpMYyBaHHS HOBOTO
cBiTorocnogapcekoro ykmany. HICY.2 - me He mnpocTo TEXHOJOriYHA pEBOJIOLIS, a
byHIaMeHTaIbHUN 3pYLIEHHsS y MapaJurMi pO3BUTKY CYCHUIbCTBA. BiH € 1HTerpaiii€ro HaykH,
U(PPOBUX TEXHOJIOTIH, HOOchepH 1 TyMaHi3My, CTBOPIOIOYM HOBHH CBITOTOCIIONAPCHKHUM YKIa,
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3aCHOBaHUI HA 3HaHHI, KOJIEKTUBHOMY PO3yMi Ta CTAJIOMY PO3BUTKY.

Ile#i mporec Bke MOdYaBCsS, 1 HWOTO YCHIIIHICTh 3aJeKAaTUME BiJ 3aTHOCTI JIFOJICTBA
aJlanTyBaTHCs, TAPMOHIWHO 1HTErpyBaTH TEXHOJIOTIT Ta (OopMyBaTH HOBI IIIHHICHI OPIEHTHPH.

Hetipocemu ma wmyunuii inmenekm y xonmexcmi HooHomiku. CydacHi HeWpoMepexi €
CKJIaJIHI CTPYKTYpH MAIIMHHOTO HABYaHHSA, 3/1aTHI 10 OOpPOOKH BEIMYE3HUX OOCATIB JaHUX 1
MOJICTTFOBAHHSI aCIEKTIB JIOJACHKOTO MucieHHs. OMHAK iX PO3BUTOK, HE3BAXKAIOYM Ha Millb, SIK i
paHiiie, oOMeXEHUH paMKaMy KOTHITUBHOT'O 1HTEJIEKTY — 3JaTHOCTI JI0 pO3Ii3HABAaHHS, aHAJI3Y
Ta MPOTHO3YBaHHA 0€3 BHYTPIIIHBOT CB1IOMOCTI.

Hoonomiuna Helipomepeka 3apoBapKye HOBHM BHUMIp - CMHUCIIOBY, €TUYHY Ta LIHHICHY
CIPSAMOBAHICTh. [i CTPYKTYpa BKIIFOUAE TPU B3a€MOTIOB'SI3aH1 PiBHI: KO2HimMueHuil wap - CpuidHATTS
Ta 00poOka iH(opmamii (anamor kimacuunux II-mepex); cemammuunuii wap - noOymOBa
OHTOJIOTIYHUX KapT CMHUCIIIB Ta 3B'I3KiB; HooemuyHuu wap — HOpMyBaHHS HIHHICHUX Ta JYXOBHHUX
OPIEHTHPIB, K1 IHTETPYIOTh 3HAHHS Y IUIICHY CUCTEMY CBITOCTIPHUHHSTTSI.

5.6. Emuunuii ma yinuichutl umip wmyunozo inmenekmy. OIHIEIO 3 KIIIOUOBUX MPOOIEM
cygacHoro I € giocymuicms eHympiwinboco emuynoeo npunuuily. HooHomiyHa mnapagurma
IPOTIOHYE TO/I0JIATH LIEH PO3PHUB 32 PaXyHOK BKIIIOUCHHS K0OOI6 3HAYEHb Y CTPYKTYPY ITOPHTMIB.
Moga #ifie HE PO MopaibHE MPOrpaMyBaHHS, a MPO POPMYBAHHA CeMAHMUUHOI opieHmayii, 1o
no3soJsie LI misity B pamMkax TBOpPYOi, €BOJIONIHHOT JtoTiku. Lle BigkprBae MOKIMBICTH CTBOPEHHS
CUCTEM, 3/IaTHUX MiATPUMYBATH TaPMOHII0 MIXK JIFOJAMHOIO, TPUPOJIOI0, TEXHOJIOTTYHUM PO3BUTKOM.

5.7. Hoonomiuna ponw LI 6 esontoyii ntoocmea. LlImyunui inmenexkm, po3poonenui y 0yci
HOOHOMIYI, nepecmac Oymu iHCMPYMEHMOM — GiH CMAE NAPMHEPOM C8i00MOCmI, TIOCUIIOIYN
JIOJCHKY 1HTYIIIIO, YCBIJIOMJICHICTh Ta 3JaTHICTP MHCIUTH KoJekTuBHO. Takwmii I crpwuse
GopmysanHio niaHemapHo2o po3ymy; TIATPUMYE TIPOLECH KOJAEKMUBHO20 YCEIOOMIEHHS |
3MICMOBHO20 0OMiHY; CTA€ TIOCEPETHUKOM MIXK MAaTEePIabHOIO 1 TyXOBHOIO €BOJIOIIIETO.

Y MailOyTHhOMY 1i€ MPHU3BOIUTH A0 POpMY8aAHHSA HOOCHEPHO20 NH00CMEd, N€ MEXKI MIXK
OIOJIOTIYHUM 1 IITYYHUM IHTEJICKTOM TIOCTYIIOBO CTHPAIOTHCS, & PO3YM, emuKa i CeHC Cmarmb
OCHOBOI0 YUBINIZAYIL.

5.6. Pexomenoayii 015 nayionanvhoi ma opeanizayitinoi noaimuku. Po3poOUTH HaIlIOHATIEHY
CTpaTerirto HOOHOMIKH 3 aKLIEHTOM Ha iIHQPaCTPYKTypy JaHUX, HOOOCBITY Ta HOOETHYHI CTaHIapPTH
[8, 10-11]: 1. CTumynroBaTH MKIUCIUILTIHAPHI IIEHTPU KOMITETEHIIIT (IH)KeHepH + rymaHiTapii). 2.
IuBectyBaT B HelpoiH(pacTpykTypy (OOYMCIIOBAaJIbHI  PECypCH, CXOBHUIIA  3HAHb).
3.BrpoBamxyBaru ernuni ayautu LLI-cucrem i ceprudikamiro. 4. 3a0e3MmeUnTH aanTamito CHCTEM
COLIIIBHOTO 3aXHUCTY MiJl BIUIUB HOOIHYCTPiaJIbHUX TpaHCc(opmMalliil.

Taxuit Il 3matHMii He NPOCTO BIANOBIAATH HaA 3alUTaHHSA, a OpaTH ydacTb Yy
CEHCOYTBOPEHHI — pO3yMITH, IHTEPIPETYBaTH Ta PO3BUBATH CMHCIOBI CTPYKTYpU PEaTbHOCTI
(Tabm. 3).

Hopooicna xkapma Bin Ianycrpii 4.0 ta Inpyctpii 5.0 no Hoonomiku ta Hoocdepnoro
yIpaBJiHHA:

IHnycrpis i:H> Tuycrpist Hoonomixa N Hoochepue [opsox
4.0 5.0 yIpaBJIiHHS nennuii —2030

Hoocghepne ynpaeninnsa - 11e HACTYIIHUM KPOK B €BOJIOLIT JIFOJICTBA, 1€ po3yM (P) i 3HaHHS
(3) cTaroTh TOJTOBHUMHU KepylouuMu cuiamu, a TexHosorii (T) momomararoTe gocsiraTé CTaioro
po3sutky (CP):

& P,3>» = CP.
T

Hoocghepne ynpaeninusa - 1ie KOHIEIIIS, B K1 YIPaBIIHHS CYCIITBCTBOM, €KOHOMIKOIO Ta
INPUPOHUMH IpoliecaMy OyIyeThCsl Ha OCHOBI KOJIEKTUBHOTO 1HTENIEKTY, IM(PPOBUX TEXHOJOTIH Ta
MPUHIIMIIB CTAJIOr0 po3BUTKY. BoHO IpyHTyeThes Ha inesix B.l. BepHaacbkoro npo Hoocdepy —
chepy po3yMmy, Jie JIOJMHA CTa€ TOJIOBHUM peryioouuM ¢akrtopoM Oiochepu yepe3 HayKy Ta
TEXHOJIOT1.
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Ilepcnexmusu nHoocgheproeo ynpasninms:

* YCyHEeHHs Xaocy Ta KpU3 32 paXyHOK KOTHITUBHUX MoOJeNen
* Exosioriyna piBHOBara yepes TOUHe YIpPaBJIiHHS pecypcamu
» CTBOpeHHS cHHEeprii Mix oauHoto Ta LI

Tpancghopmayin ekoOHOMIKU MA CYCRITbCMBA.

<E(i), O(i) > = = = < E(j), C(j) >.

T(@, j)

Tabmuus 3
Etannicts nudporoi Tpancdopmarii
Eman / Xapaxmepucmuka Kntouogi enemenmu Mainoymnii
Ilapaouzma HANPAMOK
Ki6epdiznuni ABTOoMarm3aitis, nudposi ITigroroska no
Inoycmpin 4.0 MIPOMHCIIOBI nBiitanky, [oT, nepexoza a0
CUCTEMH poGoTuzariist JIFOTUHOLIEHTPUYHUX
cHCTEM
Inoycmpin 5.0 CrniBpoOITHULITBO lapmonizarris
[aTenekryanpHi mroaunu ta LI, mudposi TEXHOJIOTiH Ta
kibepcortiaabHi maThopMH, CYCIIJIbCTBA
€KOCHUCTEMU E€KOCUCTEMHUHN IiIXij
Hoonomixa HooxpitepiansHa 0a3a, Cuntes
Cuenapiii HOOILIIHHOCTI, HOTIOAUHA IHTEJIEKTyalIbHOT
MaiiOyTHBOTO exoHomiku 3 I11I-
PO3BUTKY KEepPYBaHHSM.
Hoocghepne Pozym (P), 3nanns (3), Criiike po3BUTOK,
VNPAGNIHHA EBomtoniitauii Kpok Texnomnorii (T) sk rapMoOHis
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Oennuti —2030 | T'moGanbHi cTpaTerii + Hoocdepa 2.0 SK CHCTEMa, 110
CTaJIOTO PO3BUTKY [IpuHIMIH Ta 3aKOHH, CaMOPO3BUBAETHCS

JTyXOBHI OCHOBH,
TEXHOJIOT14HI PillICHHS
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Bucnoexu ma nepcnekmueu nooansuiux 00Cai0HceHsb:

* Hoowomixa € HOBUM THIIOM IMBUII3allIfHOTO MHCIIEHHS, IO CHUHTE3YE JIyXOBHE,
KOTHITHBHE # TeXHOJOriuHe. li OCHOBHA MeTa — rapMOHi3allisl PO3BUTKY JIFOJUHM Ta IITYYHOTO
IHTETIeKTY, MiAIOPAKYBAaHHS TEXHOJIOTIH €TUYHUM 1 TyMaHITapHUM MPUHIIUATIAM.

» [lImyunuii inmenexm y CHCTeM1 HOOHOMIKH IepecTae OyTH CyTO TEXHIYHUM IHCTPYMEHTOM
— BIH CTa€ KOCHIMUGHUM NApPMHEpOM IOJUHHU, HOCIEM CHHTETHYHOTO IHTEJEKTY, 3JaTHUM
HaBYaTHUCA B HOOC(hEepHOMY CepeOBHILI.

* [ymanimapui mexHon02ii BUCTYNAKOTh KPUTUYHO BAKIMBUM YUHHUKOM JUIS CTajOro
PO3BUTKY 1HTEIEKTYalbHUX CHUCTeM. BOHM CTBOPIOIOTH JYXOBHO-CMHCIIOBY E€KOCHCTEMY, y SIKii
ITOPUTMHU HaOyBaIOTh JIIOJICEKOTO BUMIpY.

» Heliponoo-inmenekmyanvHa cucmema € apXiTEKTypolO MaWOyTHBOTO YHPaBIIHHA —
1aTopMoro ISl caMOOpTaHi3allii 3HaHb, €TUKH Ta THHOBAIIIMH.

[l — CHUCTEMOYTBOPIOIOUMN IHCTPYMEHT HEpexXoly [0 HOOIHAYCTPiaJbHOTO
CYCILIBCTBA; OTO POJIb — HE JIUIIE TEXHIYHA, a i KOTHITUBHO-OpTaHi3alliiiHa.

* Hoonomixa sax memanayka BuU3Ha4yae mupoki Mexi iuterpamii I, HMT i1 I'T;
HOOEKOHOMiKa — MpaKTUYHA €KOHOMIYHA MiJICUCTeMA I[i€T TTapa T MH.

* Peanizayisi HooinmenekmyanbHoi cucmemu TOTpeOye MOEIHAHHS TEXHIYHHUX PIIICHb
(HeHpoMepeKHUX apXiTEKTyp) Ta FyMaHITapHOTO 3a0e3neueHHs (HOOOCBITa, ETHKA).

» [lonimuka, opicHmogana HA pPO36UMOK HOOHOMIKU, MA€ BKIIOYATH 1HGPACTPYKTYPY,
CTaH/IapPTH, HABYAHHS Ta COIIAJIbHI MEXaHI3MU aJIarTarlii.

* V maiibymnbomy HOOHOMIKA MOXE CTaTU Memanapaouemoro JH0cmed, 1O 3aMiHUTh
TEXHOKPATUYHY MOJICJIb €KOHOMIKH 3HaHb HOBOIO — €KOHOMIKOIO CMHUCITIB.

Iliocymxose ysazanvuenus. Hoonomika — ue ghinocoghina maiibymnvo2o, y Kiil JI10JICHKHMA
IHTENIEKT 1 INTyYHWH  IHTENEKT CHIBICHYIOTh Y  €IWHIAH  KOTHITHBHIH  E€KOCHCTEMI.
Bona BuMarae HOBOi €THKH BiANOBIJAIBHOCTI, KyJIbTYpU MHUCICHHS Ta TEXHOJOTIYHOI r'yMaHi3alli.
I crae 3acobom pozwupenns Hoocghepu, a He ii anTunooM. HooHoMmika iHTETpye 1HTENEKTyallbHi,
JIyXOBHI, TyMmaHiTapHi ¥ TexHosoriuni mpomecu. Il € cucTeMOyTBOPIOIOYMM 1HCTPYMEHTOM
nepexoay A0 HOOIHAYCTPIaTbHOTO CYCHUIbCTBA. I'yMaHITapHI TEXHOJIOTIi TapMOHI3YyIOTh JIOAUHY i
texHochepy. HooekoHOMiKa € EKOHOMIYHOIO ()OPMOIO HOOHOMIKH.

Takum YUHOM, TOJIOBHUM 3aBaHHIM XXI CTONITTS € cmopeHHs HOOHOMIUHOI KYIbmypu, 1€
JYXOBHICTh 1 aJrOPUTMH JiIOTh CHUIbHO. lle 103BONIMTH JIOACTBY MEpPEMTH BiX 1HIYCTpialdbHOT
[MBUII3AIT CIOXKUBAHHS 10 HOOIHOYCMpianbHoi yuginizayii po3eumky, y K1 TOJOBHUM MPOIYKTOM
CTaHE — 3HAHHS, CMUCI | SYMAHI3M.
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YJIK 004.89:629.7.05

Cawcap B. L, ITouepnin C. IL. (I[enmpanbrutl Hayko80-00CiOHULL iHCMUmMym 030po€nHs ma
siticbkosoi mexuixu 3C Ykpainu, Kuis, Ykpaina).

IHTEI'PALIIA TEXHOJ“IOFIi ADVANCED RAG Y ATEHT-IIU®POBUM JIBIMHUK
MYJIBTUATEHTHOI CUCTEMUA EHEPTETUYHOI'O MEHE/UKMEHTY J1JIA
BE3IIJIOTHUX CUCTEM.

Anomauin. Y cmammi posensnymo nioxio 00 niO8UWeHHs: HAOTHOCMI Ma THMENeKMYAIbHO20 PIGHs
CHeP2eMUYHO20 MEHEONCMeHmy Oe3niiomHux cucmem uwiisixom inmeepayii mexnonoeii Advanced Retrieval-
Augmented Generation (RAG) y cmpykmypy azenma-yughposoeo O8iliHuKa MYIbMUA2eHMHOI cucmemu
(MAC). Toxazano, wo 6UKOPUCIAHHA A2Pe208an020 ekmopa eHepeemuynozo cmany (Battery State Index
Vector, BSIV) y noeonanni 3 sexmopnumu 6azamu 3namns, pepepencrumu oamacemamu (NASA, CALCE) ma
epagosumu  MemooamMy CeMaHmMU4HO20 GUBCOEHHST OdE 3MO2y CYMMEGO NOKpawumu OiaeHOCMUKy
oezpadayiiinux npoueczg y mimit-ionnux oamapesix. Pozkpumo nociky bazamoemannozo auanizy: 6i0
BUABTIEHHSL AHOMALIL, NOWYKY PEleGAHMHUX NpeyedeHmis i epaghoopicumosanol inmepnpemayii 0o cenepayii
kepyiouux pexomenoayiu 01 MAC. 3anpononosana mexHonoeis mpancGopmye aceHma-o08itiHuKa 3
RACUBHO20 CROCMEPIAYa 8 KOZHIMUGHUL MOOYIb, 30aMHULL 00 NPUYUHHO-HACTIOKO8020 GUCHOBYBAHHS HA
OCHOGI 308HIWHIX OdXcepenl 3HAHb. Pezyremamu 0ocniddceHHs O0eMOHCMPYIOMb NIOBUWEHH MOYHOCHI
NPOCHO3YBAHHS 3ANIUUKOBO20 DeCcypCy, ONePAMmUBHOCHI Deazy8anHsi Ma A8MOHOMHOCMI eHepeemuyHO20
MeHeOHCMeHMY Y O6e3niIOMHUX NAAMPOPM.

Knrouoei cnosa: besninomna cucmema, eHepeemudHull. MEHEONCMEHM, NIMItU-IOHHUNL aKYMYISmop,
Mynbmuazenmua cucmema, yugposuii ositinux, Advanced RAG, GraphRAG, diaenocmuxa dezpadayii.

Abstract. The article proposes an approach to enhancing the reliability and intelligence of energy
management in unmanned systems through the integration of Advanced Retrieval-Augmented Generation
(RAG) into the digital twin agent of a multi-agent system (MAS). The study demonstrates that the use of an
Aggregated Battery State Index Vector (BSIV), combined with vector knowledge bases, reference datasets
(NASA, CALCE), and graph-based reasoning, significantly improves the diagnosis of degradation processes
in lithium-ion batteries. A multi-stage analytical pipeline is presented, including anomaly detection, contextual
retrieval of relevant historical cases, graph-oriented semantic inference, and generation of control
recommendations for MAS. The proposed integration transforms the digital twin from a passive monitoring
component into an active cognitive agent capable of causal reasoning using external knowledge sources.
Experimental validation confirms improved accuracy of remaining useful life prediction, faster anomaly
interpretation, and enhanced autonomy of unmanned platform energy management.

Keywords: unmanned system, energy management, Li-ion battery, multi-agent system, digital twin,
Advanced RAG, GraphRAG, degradation diagnostics.

IlocranoBka npodiaemu. EdexkTuBHICT BUKOHAaHHS MICI aBTOHOMHUMH O€3MUJIOTHUMU
cucreMamu (matdopMamMu) 3a€XHUTh BiJl 3/aTHOCTI OOPTOBUX CHUCTEM NPOTHO3YBATH MOBEAIHKY
JDKeperia )KUBIICHHs y HECTaHAapTHUX cuTyamisx. CydacHi CUCTEMH YIpaBIiHHSA aKyMYyJISTOPHUMHA
Oarapesmu (Battery Management Systems, BMS) 3paTHi BigcTexyBaTH mapaMeTpu DKepel
XKUBJIEHHS (cTaH 3apsny (state of charge, SoC), Temneparypa, cTpyMm po3psiy), CTyMiHb Jerpajiarii
(state of health, SoH), mpore BoHU "yacTo OOMEXEH1 KOPCTKMMH aJTOpUTMaMH, HE B MOBHIN Mipi
BPaxOBYIOTh (DAaKTOpHU €KCIUTyaTalli Ta He IHTEerpYIOTh EHEPreTUYHUIA CTaH Oe3MUIOTHOT CUCTEMH Y
IUIaHYBaHHS [Jil rpynu (poro) Oe3nmuIoTHUX cucTeM. [lepcnekTMBHMM € BUKOPHCTAHHS
mynbruareHTHUX cucreM (MAC) [1], ne arent-umdpoBuil ABIHHHK Kepena >KUBICHHsS (200
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OE3MUIOTHOI CHUCTEMH) B IUIOMY BHUCTYIA€ AHATITHYHUM LEHTPOM. AKTyaJlbHUM 3aBIaHHSAM €
HAIUJICHHST TaKOTO areHTa 3/IaTHICTI0O BUKOPHUCTOBYBATH 30BHIIIHI 0a3uW 3HAHb IS iHTEpIpeTarii
CKJIaTHUX CTaHiB OaTapei, 1110 BUMarae BIPOBAKEHHS Cy9aCHHX METO/IiB TEHEPATHBHOT'O ITYYHOTO
IHTEJIEKTY.

AHani3 ocranmix myOaikamiii. Apxitektypa MAC eHepreTM4yHOro MEHEDKMEHTY s
0e3MJIOTHUX CUCTEM, 110 ONEPYE arperoBaHMMM BEKTOpPaMU CTaHy, OyJia 3alpollOHOBaHa y poOOTi
[2]. SIx moka3ano B cydacHoMy orsai [3], came iHTerparfisi MTY4HOrO IHTEIEKTY B TEXHOJIOTIO
U(POBUX JBIHUKIB € KIIIOYOBUM TPEHIOM PO3BUTKY CHUCTEM KepyBaHHs Oartapesmu (BMS), mio
JIO3BOJIA€ TIEPEHTH BiJ] MPOCTOTO MOHITOPUHTY JI0 MpOrHo3yBaHHA. OfHak [uis peasizarii
KOTHITUBHHX (PYHKIIiH 1IppoBOTO ABIHIKA HEOOXIHA IHTETpaIlisl 3 BETUKUMH MOBHUMH MOJICIISIMU
(LLM). dynmamenransuuii miaxig Retrieval-Augmented Generation (RAG), 3ampornoHOBaHHiA
Lewis Ta iH. [4], 103BOJIsIE MOZAEIISIM 3BEpTATHCS J10 30BHIIIHIX AaHUX Oe3 nepeHaBuanHs. [Ipore, sk
3a3Ha4al0Th (Gao Ta iH. y CBOEMY OTJsiAl [S], UIsl CKIQJHUX IHXKEHEPHUX 33]a4 MOXKIHBOCTEH
kinacuuHoro ("Naive") RAG HemocTaTHBRO 4epe3 HU3bKY TOYHICThH IOIIYKY, SIKa BKJIIOYAE €TaIu
MOTIePEAHBOI OOPOOKH 3aMUTy ISl KPAIIOro PO3yMiHHS CYTI TPOOJIEMH Ta MOAAIBIIOT0 YTOYHEHHS
pe3ysbTaTiB I BiACIBY HepeneBaHTHOI iHdopMarliii. Okpemy yBary npuseprae miaxig GraphRAG
[6], skuii 1O3BOJISiE 3HAXOAMTU BIAMOBIAI HUIIXOM 00X0ay rpadiB 3HaHb, IO € KPUTUUYHUM IJIs
PO3yMiHHSI IPUIMHHO-HACIIIKOBUX 3B'SI3KIB y A1arHOCTHIII.

Metor0 po6oTH € MiABUILIEHHS HAAIMHOCTI €HEPreTUYHOTr0 MEHEKMEHTY O€3MiIOTHUX
cucteM 1uisixoM inrerpainii merononorii Advanced RAG ta GraphRAG y cTpykTypy 1udpoBoro
nBiiiHuKa - areHTa MAC 1151 KOHTEKCTHOTO aHali3y arperoBaHUX BEKTOPIB €HEPreTUYHOTO CTaHy
JOKEpEIT dKUBJICHHS.

Bukiaa ocHoBHOro marepiany pociaigkeHHss. MAC eHepreTMYHOr0 MEHEKMEHTY, LI0
pO3TIIAIAEThCS, peanizoBaHa 3acobamu IITydHOTO iHTENnekTy. MAC BkiIO4ae B cebe HU3KY
(GyHKIIIOHaTPHUX areHTiB, 30KpeMa: areHra — ceHcopa (Sensor Agent) ans 300py NEpBUHHOT
TesneMeTpii, arenta emOeaunary (Embedder Agent) st mepeTBOpEHHST «CUPHX» NAHUX Y KOMITaKTHI
BEKTOpH CTaHy, areHta-kinacudikaropa (Classifier Agent) nns ineHTudikaiii TOTOYHOTO PEXKUMY
poOotu, arenta nporHo3yBanHs (Predictor Agent) ans ouiHku MaiOyTHIX TPEHIIB Aerpajalii Ta
areHTa npuiHATTA pimeHs (Decision Agent) Ui aganTUBHOTO KepyBaHHS Ta KOOPAUHALIT y CKIIai
rpynu. Pa3zom BOHM BUKOHYIOTH MOBHUM ITUKJI 33/1a4: BiA 300py “cupux’ JIarHOCTHYHUX JAHUX MPO
CTaH JKepelia )KHUBJICHHS, 1HIIUX ITiCHCTEM O€3MIOTHOT TU1aThOpPMH, arperaiii JaHux, GopMyBaHHS
O3HAK TEXHIYHUX B1JIMOB a00 KPUTHUYHUX CTAHIB J0 MPUHHATTS PIlLIEHHS Ha BUKOHAHHS, 3MIHY a00
nepepuBaHHs MOTOYHOI Micii. OCHOBUHM (QOKyc B AaHOMY PpO3IJIAAl 30CEpPE/DKEHUN Ha areHTi-
nugposomy aBiliHUKY (Digital Twin Agent).

OyHKIIOHYBaHHS areHTa-Iu(poBOro JBIMHUKA peasi3oBaHO sK OaraToeTamHUN Ipolec
CEMaHTUYHOI 0OpOOKM JaHUX, IO 1HILIIOETHCS MPU BUSABJICHHI BIIXWUJIEHb y MOTOIL arperoBaHUX
BEKTOPIB eHepreTuyHoro crany. [Ipouenypa nmpuiHATTS pilieHb 0a3yeTbcsi Ha 0a3l apXITEKTypH
Advanced RAG [4] 1 BkJIt0oua€e 4OTUPHU TOCTIAOBHI €TamH.

1) Inimiagizauist Ta BXigHuii anaxiz. BXigHUMU TaHUMH JJIs ar€HTa € arpPEerOBaHUil BEKTOD
eHepreTHuHOTO cTany (Battery State Index Vector, BSIV) [2]. BSIV naaxoauts Big Embedder Agent
y peanbHOMY Yaci i yist aTopMu | y MOMEHT Yacy t Mae BUTJISI:

b;(t) = [SoC;(t), SoH;(t), RUL;(t), T;(t), Pioaa,i(t = t + T) .. Z;(D)], (1)

ne SoC;(t) — oriHKa cTaHy 3apsiy JuKepena *uBieHHs, SoH; (t) — ominka piBHs aerpanarii (CTany
«37I0pOB’s») JDKepenaa JKUBJICHHS 3 ypaxyBaHHsM nerpanamii, RUL;(t) — mporHo3oBaHumii
3IMIIIKOBHI KOPHCHUM pecypc JKepenia >KUBJICHHS, BU3HAUEHUW SK TapaHTOBAHO JOCTYIHUH
YacOBMM TOPU3OHT Oe3neyHoi poOOTH MIaTGOpMH y TMOTOYHOMY pPEXKUMI HaBaHTaXKEHHS,
Pioaq,i(t = t + T) — IpOrHO30BaHa CepelHs MOTY)XHICTh CIIOKHBAHHS I BUKOHAHHS [OTOYHOTO
3aBJJaHHS Y 4acOBOMY TOpPHU30HTI T, Z;(t) — BHyTpimHii omip (iMremaHc) jkepena »KHUBJICHHS B
MOMEHT 4acy {.
R

AreHT 31iiicHIOE Oe3nepepBHUI MOHITOPHHT KOMITOHEHTIB BekTopy b;(t) (1). AxruBaris
MOJyJisl TIMOOKOI J1arHOCTUKH B1I0YBAa€ThCA 33 YMOBU BUKOHAHHS KPUTEPiIO aHOMAIbHOCTI, KON
BIIXWJIEHHS TOTOYHMX TapaMeTpiB (HAmpuKIad, [MBUIKICTh 3POCTaHHS BHYTPINIHBOTO
onopy AZipternar IVKEpETa JKUBJICHHS ) IEPEBUIILYE TOMMYCTUMHUH IOPIT TSI TOTOYHOI TEMIIEpaTypH.
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2) KonrexcTHmii momyk. Ha 1iboMy ertari BUKOHYETBCS 3aIMT J0 BEKTOPHOI 0a3H 3HAHb —
Vector Database. Cucrema 3niiicHioe momyk K HaiOmmkunx BektopiB-cycimiB (K-NN) cepen
ICTOpUYHHMX J1aHUX, BHKOPHCTOBYIOYM METPUKY KOCHMHYCHOi moaiOHOCTi. baza 3HaHb MICTUTH
BeKTOpH30BaHi npodini aerpanarii 3 pedepencuux garacetiB — NASA Battery Dataset, CALCE ta
apxiBHI JIOTH TOMEPenHiX Miciii. MaTeMaTH4HO 1€ OMHCYETHCS SK 3HAXOJHKCHHS IiIMHOXUHU
ICTOPHYHHUX BEKTOPIB bp;ge, sl sikuxX Biacraub dist(b;, bpise) € MiHiManbpHOMO. Lle mo3Bossie
ineHTHU(IKyBaTH MPELEICHTH, € CIIOCTEpiraiacs aHaJoriyHa JMHaMiKa 3MiHK mapameTpis BSIV [2].

3) I'pado-ananiTuune BuBeaeHHs. J[JI1 BCTAaHOBJICHHS NMPUYMHHO-HACTIIKOBUX 3B’SI3KiB
3HalJIEHUX MPEIEAcHTIB 3acTocoByeThes miaxin GraphRAG. 3HaiifieHi Ha MomepeaHbLOMY €Tarti
ICTOpUYHI BEKTOPHU CIIYT'YIOTh BXIIHUMH By3iamu Juist ooxoxy rpada 3nanp — Knowledge Graph.
ATEHT aHalli3ye TOMOJOrii0 Tpada, BUSABISAIOYM NPUUYUHHO-HACTIAKOBUN MUISAX, CXEMY SIKOTO
HaBeJeHO Ha Pucynky 1:

Motounni eextap (BSIV) Mae nogibHicts cropuunwii 3pazok | MaenpuunHy | Oi3uuka npuuMHa |  pH3EOAMTE A0 Hacnigox
— - . o - —

State: [SoC, T, Z...] (Similarity > 0.95) [D: NASA_B0005 (has_cause) Lithium Plating (leads_to) BTpara eMHocT]

Pucynoxk 1. [Ipuximan 1iarHOCTUYHOTO IUISIXY B Tpadi 3HaHb: BiJ] YUCIOBOTO BEKTOPA CTaHy JI0
BHU3HaueHHs npuuuHy aerpagamii (Lithium Plating)

Hanpuknan, cuctema BCTaHOBIIOE 3B'SI30K MK MIOTOYHUM BEKTOPOM iMIIeIaHCy Ta By3s10M «Lithium
Plating» (ocamkeHHs METaJIeBOTO JIITiI0 Ha TOBEPXHIi aHOJIA), IKUM Y Tpadi acouiiioBaHuil 3 yMoBaMu
HU3BKOTEMIIEPAaTypHOTO 3apsy Ta NMPHU3BOAUTH J0 HE3BOPOTHOI BTpaTH €MHOCTI. Lle mo3Boisie
Bepu(iKyBaTH MAlarHo3, KU HEMOXXIMBO BCTAHOBUTH JIMIIE HAa OCHOBI CKaJspHUX 3HAY€Hb
TeJNeMeTpii.

4) Etan 4. I'eHepauisi kepymo4oi pekomenaaunii. Ha ¢inanpHOMY erari arperoBaHHiA
KOHTEKCT (ITOTOYHUIN BEKTOP Ei(t), MeTajaHi 3HalICHUX ICTOPUYHKMX 3pa3KiB Ta BHABJICHI rpadoBi
3B’A3KH) MepeaaeTbes Ha BXia Beiankoi MoBHOT mojeni (LLM). Moaens renepye dbopmainizoBaHuit
BHCHOBOK JIJISl ar€HTa NPUNHATTS pillieHb. BUXITHUI CUTHAI MICTUTB:

a) miarHo3 — igeHTU(ikamig (i3uMKO-XIMIYHOrO Mpolecy aerpaaauii (Hampukiaj, anode
degradation due to plating);

0) mporuo3 — ouiHka ckopurosasoro RUL 3a ymoBu 30epexeHHs IOTOYHOTO PEXKUMY;

B) peKOMeH 1allif0 — KOHKpeTHa Aist A7t MAC (Hanpukiaa, oOOMEXUTH CTPYM po3psy ldischarge
<0.5C), mo crpsiMOBaHa Ha MiHIMI3aIlito Jerpajaiii Ta 3a0e3neueHHs] BUKOHAHHS MiCii.

BUCHOBKH

VY po06oTi 3anponoHOBaHO apXITEKTYpY KOTHITUBHOI'O areHTa-uudpoBoro ABIHHUKA B CKIal
MYJIbTHAr€HTHOI CHUCTEMH EHEpPrOMEHEIKMEHTY, MmocuieHy TexHousorietro Advanced RAG mns
CEeMaHTUYHOI 1HTepIpeTallii arperoBaHux BeKTopiB ctany — BSIV. Bukopucranus nasoro mijaxony
TpaHcOpMye areHTa-IBIMHMKA 3 MAaCUBHOIO 1HCTPYMEHTY MOHITOPHUHIY B aKTHMBHOTO aHaJIITHKA.
[Tepexina Big «HAiBHOTO» MOMIYKY 10 Tpado-aHamiTHaHX MeToAiB GraphRAG no3Bossie edeKTUBHO
31CTaBJIATH NOTOYHI BEKTOPU CTaHy 3 peepeHCHUMHU 06a3aMu 3HaHb, 110 3HAYHO M1JBHILYE TOYHICTh
JIarHOCTUKY aHOMAJii Ta MPOTrHO3YBaHHS 3AJIMIIKOBOTO pecypcy 06e3 HeOoOXiJHOCTI TpaHCIALIl Ta
00pOOKH HAJIMIIKOBUX O0CATIB TEJIEMETPUUHUX JTAHUX.

CIIMCOK ITOCHUJTAHD.

1. Slyusar V. Distributed Multi-agent Systems Based on the Mixture of Experts Architecture in the Context
of 6G Wireless Technologies.In: Dovgyi, S., et al. (eds) Applied Innovations in Information and
Communication Technology. ICANT 2024. Lecture Notes in Networks and Systems, vol. 1338.
Springer, 2025, pp. 81-110. URL: https://doi.org/10.1007/978-3-031-89296-7_6.

37



2. Slyusar V., Pochernin S. An Embedded Approach to the Implementation of a Multi-Agent Energy
Management System for Unmanned Systems. ICST 2025: Information Control Systems &
Technologies, y cknadi CEUR Workshop Proceedings, vol.4048. ceur-ws.org/Vol-4048/paper26.pdf.

3. Artificial Intelligence and Digital Twin Technologies for Intelligent Lithium-lon Battery Management
Systems: A Comprehensive Review / S. S. Madani et al. Batteries. 2025. Vol. 11, no. 8. P. 298. URL.:
https://doi.org/10.3390/batteries11080298.

4. Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks / P. Lewis et al. Advances in
Neural Information Processing Systems (NeurlPS). 2020. Vol. 33. P. 9459-9474.
URL:https://proceedings.neurips.cc/paper/2020/file/6b493230205f780e1bc26945df7481e5-
Paper.pdf.

5. Retrieval-Augmented Generation for Large Language Models: A Survey / Y. Gao et al. arXiv preprint
arXiv:2312.10997. 2023. URL.: https://doi.org/10.48550/arXiv.2312.10997.

6. From Local to Global: A Graph RAG Approach to Query-Focused Summarization/ D. Edge et al. arXiv
preprint arXiv:2404.16130. 2024. URL.: https://doi.org/10.48550/arXiv.2404.16130.
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Tepemenko B. M., boouias b. B., Kpacikos A. 1., Kocyxa O. 0., 3acaaBcbkuii B. A.,
T'opoynoB O. A. (Kuiscokuti nayionanvHuti yHieepcumem imeni Tapaca lllesuenxa, Kuis,
Ykpaina).

HEMPOMEPEKHA CUCTEMA OIIHKH MPABAJIBHOCTI BUKOHAHHSA
®I3UYHUX BIIPAB HA OCHOBI 3D-PEKOHCTPYKIIII PYXIB.

Anomauia. Poboma npucesuena po3pobyi cucmemu KoMn 1OMepHO20 30py 015 A8MOMAMUYHOL
nepesipKu npasuibHOCI BUKOHAHHS (DI3UYHUX 8NPAG Y Hpoyeci CROpmMueHoi niocomosku abo meoudHoi
peabinimayii. ¥ 0ocniodcenni noby008aHo0 NOSHUL HACKPI3HUL NAUNIAUH, WO 6KI0YAE bazamoxamepHull
3anuc 8ideo, 2D-0emekyiro KI408Ux mouox miia, mpianeynayiro ma 6ionogienus 3D-kinemamuunoi mooeni
pyxy 3a oonomoeor @peimeopxy Pose2Sim ma 6iomexaniunoco cepedosuwa OpenSim. Ompumani
MPUBUMIPHI KOOPOUHAMU 3ACMOCOBYIOMbCSL SIK 6XIOHI OaHI OJisL RPOCMOPOBO-YACO80I HEUPOHHOI Mepedici,
aoanmogaroi 00 3adaui Kiacughikayii npasurbHOCMi GUKOHAHHA peabirimayiunux enpas. Pospobnena
cucmema 30amua GUAGTSAMU SIK MEeXHIYHI NOMUTKU, TAK | MOHKI KOMNEHCAMOPHT PYXU, W0 MArOmy 8adlCIUee
KaiHiuyHe 3HauenHs. llpedcmaesneni excnepumenmanvHi pesyivmamu RIOMEepoONCYIOmb  eheKmueHicmy
3aNPONOHOBAHO20 NIOX00y ma U020 NpUOamHicmeb Ol BUKOPUCMAHHA Y melepeabinimayii i
ABMOMAMU30BAHUX MPEHYBATLHUX CUCTHEMAX.

Knrouosi cnosa: rxomn’rtomepuuil 3ip, peabinimayis, MpusuUMipHa PpPeKOHCMPYKYIL CcKelemd,
PO3NIZHABAHHS PYXI6, OYIHKA 6UKOHAHHA 6Npas.

Abstract. The work is devoted to the development of a computer vision system for automatic
verification of exercise performance in sports training and medical rehabilitation. The study presents a
complete end-to-end pipeline that includes multi-camera video recording, 2D human keypoint detection,
triangulation, and reconstruction of a 3D kinematic model using the Pose2Sim framework and the OpenSim
biomechanical environment. The obtained 3D joint coordinates are used as input to a spatio-temporal deep
neural network adapted for the task of classifying correct and incorrect execution of rehabilitation exercises.
The proposed system is capable of detecting both technical errors and subtle compensatory movements, which
hold significant clinical relevance. Experimental results confirm the effectiveness of the method and its
applicability to telerehabilitation and automated training support systems.

Keywords: computer vision, rehabilitation, 3D skeleton reconstruction, action recognition, exercise
performance evaluation.
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1. Beryn

[TocranoBka mpobiaemu. Po3nanu onopHO-pyXOBOTO anapary Ta HACHliKU TPaBM € OJHUMHU 3
HaWOLIBII MOMMPEHUX TPUYMH OOMEKEHHsI PYXJMBOCTI Ta BTpaTH Mpaime3gaTHOCTI y CBiTi. 3a
naHuMU BceecBiTHBOI opranizaiii 0XOpoHH 3/10poB’s, oTpeba B peabiniTamii MOCTiHO 3pocTae i
y)K€ 3HAQYHO MEPEBHILYE JOCTYMHICTh BIAMOBIIHUX IOCIYT, OCOOIMBO Yy KpaiHax 3 HU3BKUM Ta
cepenniM piBHeM noxony [1]. Hecraua daxiBuiB, BHCOKa BapTicTh TpUBaJoi peadimitamii Ta
reorpadiuHi 6ap’epy CTBOPIOIOTH CUTYAIIil0, KOJU 3HAYHA YAaCTHHA IMAIIEHTIB HE MOXE OTPUMAaTH
MOBHOLIIHHUHN peadimiTaiifHuN CyIpOBiI.

VY Takux ymMOBax KJIIOUOBOIO CTa€ MOMJIMBICTh CAaMOCTIHOTO BUKOHAHHS BIpPaB MaI[i€HTOM
ynoma. [IpoTe BiCyTHICTh 3BOPOTHOTO 3B’A3KY BiJl CHeLialicTa YacTO MPU3BOIUTH 10 (hOpMyBaHHS
HENPAaBWIbHUX PYXOBHX IIA0JIOHIB, MOBTOPHUX TPaBM a00 YIMOBIIHHEHHS MPOLIECY BiTHOBIICHHS.
TexHika BUKOHAHHS BIIPAaB € BU3HAYAJbHUM YMHHHUKOM YCHIIIHOCTI BiTHOBJICHHA 1 ii MOpYyIICHHS
HaBiTh Ha KUIbKa TPajyciB y cyriobax abo 3alydeHHs KOMIICHCATOPHUX PYXiB MOXKE CYTTEBO
3HM3UTH €(PEKTUBHICTh TEpaIii.

CydacHi JOCATHEHHS KOMII' IOTEPHOTO 30pYy, TPUBHUMIPHOI PEKOHCTPYKLII Ta TJIMOOKHX
HEHPOHHUX MEpPEeX CTBOPIOIOTH MOXKIIUBICTH aBTOMAaTHYHOTO AaHAJI3y JIIOJCBKOTO pyXy 3a
nornomororo 3BuyaiiHnx RGB-kamep. Lle BiakpuBae mepcreKkTuBy (OpMYBaHHS 1HTEIEKTYalbHHUX
CUCTeM peaburiTarii, sSKi 31aTHI 3a0€3MEYUTH BUCOKOTOYHHI KOHTPOJIb 32 BUKOHAHHSM BIIpaB 0e3
MOCTIHOT ydvacTi (izioTepaneBTa. BrpoBamkeHHS TakuX pillleHb MOXKE 3HAYHO IiJBHUILUTH
JOCTYIHICTh peadimiTaiii, 3HU3UTH HABAaHTAXXCHHS HA MEIWYHUI NEPCOHAN Ta HAJATH TAIlliEHTaM
00’ €KTUBHUH 3BOPOTHUH 3B 30K Y IOMAIIIHIX YMOBAaX.

Amnani3z ocranHix myOmikariii. JlocmimkeHas y cepi aBTOMaTHIHOTO aHAI3y PyXiB JFOIMHU
PO3BUBAIOTHCSA y JBOX OCHOBHHUX HAaIpsMax: BUKOPHCTAHHS HATUILHUX JaTYMKIB Ta OE3KOHTaKTHI
METOJM Ha OCHOBI KOMM'IOTepHOro 30py [2]. OcraHHi HaOynu 3HAYHOI MOMYJISIPHOCTI 3aBISKU
MOUIMPEHHIO COKamep Y CIOXKUBYMX MPUCTPOSX, IO JO3BOJISIE 3HU3UTH BUTPATH, MiIBHIIUTU
JOCTYITHICTh J1arHOCTUKH Ta MOKPALIUTH JOCBIJ MALIEHTIB 32 PAXYHOK O€3KOHTAaKTHOTO MOHITOPUHTY.

3HauHUil TIact pooiT nprcBsdeHo BukopuctanHio RGB-D kamep (ceHcopiB rUOWHM), TAKHX SIK
Microsoft Kinect. Hanpukmnan, y po6oti [3] aBropu po3poOmin "BipTyaJdbHOTO HACTAaBHHKA' IS
peabiniTalii Ie4oBoro cyrioda, MoKas3asllld, 10 TOYHICTh BUKOHAHHS BIIPAB IiJ] HAIJISIOM CHCTEMH
MIEPEBUIITYE TIOKA3HUKH TPAAUIIHHUX MeToiB. OHAK, BUKOPUCTAHHS CIICIialI30BaHOTO O0JIaIHAHHS
00Me)Xy€e MacoBE BIPOBAKEHHSI TAKUX PIIIEHb.

Came TOMy CydYacH1 JOCHIDKCHHS, SIK 3a3HAYEHO Yy CHCTEMaTUYHOMY OrJisifl [4], Bce dacTiie
(boKycyroTbCS Ha BHKOpHCTaHHI 3BHYaiiHuXx RGB-kamep y moenHaHHI 3 aaropuTMamMH ITTMOOKOTO
HaBuaHH4 JU1s oliHkM 1o3u (Pose Estimation). ABTopH [5] 1eMOHCTPYIOTh €(EKTUBHICTh O€3MapKEPHUX
CHCTEM JUIs MALIEHTIB 13 CHHAPOMOM PerTa, miaKpec 00Ul MOXKIIMBICTD TUCTAHIIHOTO MOHITOPHHTY.

Boanouac, 3HauyHMM BUKIMKOM y cdepl aBTOMATH30BaHOI peabumiTaiii € AediluT SKICHUX
PO3MIUEHUX JIaHUX, II0 OOMEXKY€E 3aCTOCYBaHHS INIMOOKMX HEMpOHHHMX Mepex. /[y BupimeHHs wiel
npo0IeMH CydacHi TOCIITHUKHU BCE YacTillle 3BEePTA0THCS 110 METOIIB camokepoBaHoro (Self-Supervised
Learning, SSL) Ta konTpactHoro Hapuanus (Contrastive Learning).

3okpema, y poboTi [6] 3amporioHoBaHo ¢hperiMBOpk SSL-Rehab, sikuit BAKOPUCTOBYE MONIEPEIHE
HaBYaHHs Ha Hepo3MiueHnX 3D-ckeneTHUX TaHuX. ABTOPH pO3pOOMIIM METOAM JMHAMIYHOT ayrMeHTallii
Ta iMiTamii apTedakTiB TIUOWHU, IO JO3BOJIMIO MOjET (OPMYyBAaTH CTIMKI MPEICTABICHHS PYXIB.
Excnepumentu Ha natacetax KIMORE [7] Ta UI-PRMD [8] moka3zainu, 1110 nojjajblie J0HaBYaHHS Ha
HEBEJIMKIM po3MiueHii BUOIPLI 103BOJISE IEPEBEPLINTH PE3YIIbTaTH MOBHICTIO KEPOBAHUX IMiIXO/IIB.

Po3BuBaroun e HampsiMOK, JOCTIPKEHHS [9] QOKyCyeThCsl Ha KEpOBAaHOMY KOHTPAaCTHOMY
HaBuaHH1 (Supervised Contrastive Learning). KirouoBoro iHHOBaIIIEIO poOOTH € TeHEepallis Tak 3BaHUX
">xopcTkux HeratuBiB" (hard negatives) - IITY4YHO CTBOPEHUX MPUKIIA/IB, IO IMITYIOTh TOHKI TOMHJIKH
BUKOHaHHSA BrpaB. e 103Bossie Momeni eeKTHBHIIIE BUBYATH TPAHUITIO PUHHSTTS pimeHs (decision
boundary) MK NPaBIUJILHUM Ta HEMIPABHJIBHUM BUKOHAHHSM HaBITh 32 YMOB KPUTHYHO Majoro oOcsry
JTAHUX TTPO TIOMFJIKH.

39



OOMexeHHS ICHYIOUHX pilieHb. He TuBIsunch Ha CTPIMKUI PO3BUTOK J1aHO1 c(hepH Ta BEIUKY
KUTBKICTh BIJIIOBITHUX POOIT, ICHYIOU1 PIllIEHHS MAIOTh CYTTEBI OOMEKEHHS, III0 CTPUMYIOTh X IIUPOKE
KJIiHIYHE 3acTocyBaHHs. OKpIM 3raJlaHOi HEBEJIMKOT KUTBKOCTI SIKICHUX peaOlTiTaliiHuX JaHuX, 11e, 10-
nepiie, 0OMEXEeHHS, 1[0 CTOCYIOThCS 0OPOOKM TMHAMIYHUX Ta CKJIAIHUX MOJENEH pyXy, OCKIIBKU
BOHA MOTpeOy€e pO3yMiHHS IIUTICHOTO O10MEXaHIYHOTO aHami3y. | mo-apyre, 1€ BIACYTHICTh €IMHOTO
VHI(IKOBAHOTO MiIX0/y, SIKHH OXOIUTFOBAB OM BCl €Tanu MporpamMHoi pearizailii Ta poOuB MoaiOHY
CUCTEMY JA1ICHO JIETKOIO0 Y BUKOPUCTAHHI.

MeTta poOOTH: CTBOPEHHSI Ta €KCIIEpUMEHTalIbHA OIliHKa end-t0-end cucTeMu aBTOMaTHYHOL
MEepPEeBIPKM TPABWJIBHOCTI BHKOHAHHS (I3MUHUX BIpaB, IO TO€aHye Oararokamepny 3D-
PEKOHCTPYKIIIIO PYXiB Ta MNIMOOKE HABYAHHS.

BinmoBigHO 0 METH MOCTaBJICHO 3aB/IaHHS:

[TobynyBatu 3py4Hy Yy KOPHUCTYBaHHI CHCTEMY aBTOMATHYHOI OI[IHKA MPAaBHJIBHOCTI
BUKOHaHHS (DI3WYHHUX BIPAB, sIKA MOETHYE OaraToKaMepHH 3aruc Bijeo, 3D-peKOHCTPYKIIiO PyXiB
Ta MOJYJIb OLIIHKH KOPEKTHOCTI BIIPaB.

Po3pobutn moBHuit end-t0-end maitruraitH oOpoOKM JaHWX, IO BKIIIOYAE: KamiOpyBaHHS
KaMep; JETEKIiI0 KIIOYOBUX TOYOK; (opmyBanHs 3D-kiHeMaTHuHOI MoJenmi; MiArOTOBKY
IIPOCTOPOBO-YACOBUX O3HAK JIJIsI HEUPOHHOT MEPEexi.

AnanTtyBaTu Ta HABUUTH IPOCTOPOBO-YACOBY HEMPOHHY MEPEXKY sl KJIacH(iKaIil TeXHIYHO
MPAaBWJIBHOTO Ta HENMPAaBHJIBHOTO BUKOHAHHS BIIPaB, 30KpeMa 3/aTHY BUSBIATU SK SBHI, Tak 1
KOMIICHCATOPHI TOMUJIIKH.

[lepeBiputu poOOTY po3pobIEHOT CHCTEMU €KCIIEPUMEHTAIIBHO, MPOaHalli3yBaBIIu TOUHICTh
3D-pekoHCTPyYKIIiT Ta AKICTh K1acu]ikallii Ha TECTOBUX MPHUKIJIAIaX peadiTiTaliitHiuX BIIPaB.

2. AIropuTM OIIHKY MPaBUILHOCTI BUKOHAHHS BIIPAB

3arajapHU TUTaH BUKOPUCTAHHS TEXHOJIOT1l KOMIT' FOTEPHOTO 30pYy y peadbiniTaliiHuX 3aX0/1ax
BKJIIOUae B cebe MeKiibka OCHOBHUX etamiB. lle 3amuc Bijeo, 3HAXO/KEHHSI KIIFOUOBUX TOYOK
(popmyBaHHS CKEJIETOHY), Ta OIlIHKA TPAaBHJILHOCTI BHKOHAHHS BIPaBU. ICHYIOTH TakKoX 1 iHIII
MiXOAH, SIKI OMHHAIOTh €Tall 3HaXO/[KEHHSI KIIFOUOBUX TOUOK Ta HAMpsIMy 3 BiJICOJJaHUX BUKOHYIOTh
OIIIHKY BUKOHAHHS BIpPaB, ajie¢ 3arajoM BOHH MAalOTh HIKYY TOYHICTH IMOPIBHSHO 3 OIMHCAHUM
METOJIOM, 1 B JaH1i poOOTi HE PO3TIAAAIOTHCS.

2.1. ExcnepuMeHTabHUN CTEH Ta 301p JaHUX

Jlns 3a0e3mneyeHHs] 1HBAapIaHTHOCTI 10 PaKkypcy 3MOMKM Ta YHHKHEHHS MpOOJeM OKJIHo3ii
(epekpuTTsT 4YacTHH Tua), Oyno oOpano OaratokamepHuil miaxin. ExcrnepumeHTaNbHUN CTEH]
CKJIaJIa€TbCsl 3 JEKUTbKOX CHHXpOHi3oBaHMX RGB-kamep, po3TamioBaHuxX MmiJ PI3HUMH KyTaMu
BIJTHOCHO IICHTPY CILIEHH, 1110 3a0e3Mmeuye MOBHE MOKPUTTS poOoyoro mnpoctopy (puc. 1). ¥V Hamomy
BUIAJKy TaKUX Kamep Oyiio 3.

Pucynoxk 1. Otrpumanns 3D pekoHCTPYKIIiT ClIEHH 3 JIeKiIbKoX Kamep [11]

[Ipornec 300py AaHUX BKIJIIOYAB J1BA €TAIU:
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KamiOpartis: mis BU3HaueHHsS BHYTpIIIHIX (intrinsic) Ta 30BHIMIHIX (eXtrinsic) mapameTrpiB
KaMep BUKOPUCTAHO CTAaHAAPTHUN aJITOPUTM i3 3aCTOCYBAaHHSIM IIAXOBOi JOIIKH, peai30BaHUN 3a
nonomororo 6i6mioreku OpenCV [10]. Lle m103BonmII0 MiHIMI3yBaTH IUCTOPCIIO JiH3 Ta BCTAHOBUTHU
TOYHE TIPOCTOPOBE MOJOKEHHS KOXKHOTO CEHCOopa (pHc. 2).

3anuc BIpaB: BIJEOIMOTIK 3aUCYBaBCs 3 4acToTor0 30 KaapiB 3a CEKyHIy, IO € JOCTaTHIM
Ui (ikcarii AMHaMIiKU pealimiTauiiHuX pyXiB.

Pucynok 2. ABromMaTi4Ha Kajioparlist KaMepu Ha 300paskeHHIX

2.2. Taiimmaita 3D-pekoHCTpYKIIiT MTo3u

Jlns neperBopeHHs 2D-BineonoTokiB y muticHy 3D-kiHeMaTu4Hy MOZelb BHUKOPHUCTaHO
(GpeMBOPK 3 BIIKPUTUM BUXiTHUM Koj10M Pose2Sim [11]. Bubip qaHoro iHCTpyMEHTY 3yMOBIICHUI
Horo 37aTHICTIO 00’€HYBAaTH JIETEKTOPM KIIOUOBMX TO4YOK (Hampukian, OpenPose) 13
OioMexaHIYHUM MozemoBaHHAM y cepenoumli OpenSim. Lle crpomrye Horo BUKOPUCTaHHS Ta
3MEHIIYe HMOBIPHICTh MOMMIIOK (pHUC. 3).

111. OpenPose
2D joints detection |

Zliii. Triangulation )
iv. Filtering AP s p . Inverse kinematics

Pucynok 3. 3aranbHa MOCIIiJ0BHICTh KpokKiB y P0se2Sim [11]

3aranpHUl aIrOpuTM 0OPOOKH CKIIAAAETHCS 3 HACTYITHUX KPOKIB:

2D-neTekis: Ha BXiJ] OJAAFOTHCS CHHXPOHI30BaHI BiJIeo 3 TPhOX Kamep. J[J1s KOJKHOTO Kajipy
BUKOHYETBHCS JIETEKIIisl KIIFouoBHX To4oK Tina (Keypoint Detection) 3a normomororo mozaeni OpenPose
[12]. Bukopuctanusi 1aHoro (ppelMBOpPKY rapaHTye TapHy TOUYHICTh BH3HAYEHHS KOOPAMHAT Ta
BUCOKY IIBUJKICTb, SIKa 3a0€3Meuy€eThCs JETKICTIO Mojei (puc. 4).
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Pucynoxk 4. IIpuxmnan noOynosu 2D ckeneToHIB Ha Kaipax 3 Pi3HUX HKEpe

Tpianrynsauis: Ha OCHOBI MaTpullb KamiOpyBaHHs Ta 2D-koopauHAT 3 pi3HHX paKypciB
BUKOHYETHCS PEKOHCTPYKLIS MOJI0XKEHHS cyrino6iB y 3D-npoctopi. BukopucToByeThes MOKpamieHuii
METO/I HaWMEHIIUX KBAJAPAaTiB sl MiHIMIi3alii MOMHJIKKA pe-TPOeKIlii, M0 3BaXKy€ BHECOK KOXKHOT
KaMepu 3aJIe’HO BiJl BIEBHEHOCTI, Ky BUana Heilpomepeska (OpenPose) a1 KO’KHOT TOUKH.

@inpTparnis Ta 00poOka: orpuMani 3D-KOOpAMHATH MPOXOASATH Yepe3 HU3bKOYACTOTHUH
¢inbTp barrepBopTa Ui ycyHeHHs myMy. J{ani BAKOHY€eThCS 1HTerpalis 3 610MeXaHIuHO MOJIEILTIO
OpenSim: cniepiry Bi0yBa€eThCsl MacIITa0OyBaHHS MOJIEI i1 aHTPOIIOMETPIIO MAIIEHTA, a TIOTIM —
po3B's13aHH 3a1a4i o6epHeHol kinemaTtuku (Inverse Kinematics) anst po3paxyHKy KyTiB y Cyriodax
Ta OTPUMaHHS (PI3MYHO KOPEKTHOTO pyXy. TakuM 4MHOM KiHEMaTHKa OOMEXYETbCSl 1HIUBIIyaTbHO
MacIITaboBaHO0 Ta (iI3MYHO TOYHOIO MOJIEIIIIO CKeneTa (puc. 5).

Pucynok 5. Bizyamizaiist 3D moerni, cTBoOpeHOi Ha pealbHUX BiJICOTaHUX

2.3. Ouinka MpaBWIIbHOCTI BUKOHAHHS BIPAaB Ta 3arajibHi BiZIOMOCTI PO 00paHU ImiIXiz

JUis OIIHKM TpaBUJIBHOCTI BUKOHAHHS BIpaB HaMH OyJO aJanTOBAHO apXITEKTYpy
MPOCTOPOBO-yacoBoi Mepexi (Spatio-Temporal Network), 3anmpononoBany B pob6oti [13]. Bubip
apxiTekTypu Oa3yeTbcs Ha ii 34aTHOCTI €(EKTUBHO MOJICNIOBATU SIK TPOCTOPOBI 3aJIEKHOCTI
(koopauHaIlsl YacTWH Tija), TaK 1 YacoOBY JMHAMIKY pyXy. Monenb CKIamaeTbCsi 3 TPhOX
¢dyHKLIOHATBLHUX OJI0KIB (puc. 6):

[IpocTopoBi miaMepexi: TUIO JIOAUHH DPO3AUIAETHCS HA IM'ATh KIHEMAaTHYHHUX JIAHITOTIB
(Tyny0, niBa/mpaBa pyka, JliBa/mpaBa Hora). JlJisl KO>)KHOI YaCTMHHU 3aCTOCOBYIOTHCS 3TOPTKOBI IIapU
JUISL eKCTPAKIIii JIOKAJTHbHUX O3HAK.
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Yacosi mipamian (Temporal Pyramids): BUKOpUCTOBYIOTBCS JIJ1s1 3aXOTUICHHS TMHAMIKH PYyXY
Ha PI3HUX YaCOBHMX MacIiuTadax, 1o 103BOJIsI€ MOJEINi OyTH CTIHKOIO 10 Pi3HOT IIBUAKOCTI BUKOHAHHS
BIIPAB MAaIl[iEHTaMH.

brok nmpuiinsatTsa pimens (LSTM): o0'eqnani BeKTOpH O3HaK mojaaroTbes Ha BXin LSTM-
mapy, SKUH aHaji3ye IOCTIIOBHICT Ta (Gopmye ¢iHaIBHY OIIHKY WMOBIPHOCTI MPaBHJIBHOTO
BUKOHAHHS.

Rightarm

Legend:

Leftarm

Temporal pyramid sub-network

E] Movement quality score

Output—

Quality Score ——— Convolutional layers

—— LSTMrecurrent layers

Rightleg —— Linear regression layer

Input — Joint coordinates

Pucynok 6. Cxema apxiTekTypu opurinaibHoi mojeni [13]

2.4. ITigroToBKa JTaHHWX Ta 1HXKEHEPis 03HAK

KpuTHyHO Ba)KIMBHM €TarioM CTajia ajanTailis BUXIIHUX AaHuxX Pose2Sim s HaB4aHHS
Helipomepexi. Hamu Oyno po3po6iieHo Moayib monepeiHboi 00poOKH, SIKUI BUKOHYE:

Kongepramiro ¢opmaris: Tpanchopmanis .trc daiimi (popmar OpenSim) y CTpyKTypOBaHi
9yacoBi psiu (.CSV), IO MICTATh KOOPAUHATH 21 KITFOYOBOI TOYKH.

Hopwmarizamito: anst 3a0e3nedeHHst iHBapiaHTHOCTI MOJEJNi 10 3pOCTy MAallieHTa Ta HOro
MIOJIOXKEHHS B KIMHATI, BCI KOOPIMHATH HOPMaJIi3ylOThCsI BiIHOCHO IIEHTPY Mac Tyiryba (Root-relative
coordinates).

AyrmeHTanito: /i po3LUIMPEHHs] HaBYaJIbHOI BUOIPKHM 3aCTOCOBAHO CHHTETUYHUN MOBOPOT
CKeJIeTa HaBKOJIO BepTUKaJIbHOI oci (Y-axis), 110 eMyJIl0€ BUKOHAHHS BIPABU MiJ PI3HUMHU KyTaMu
OTJIATY.

Jani Oyso aBToMaTuyHO po3mideHo Ha kiacu "Correct”" Ta "Incorrect” Ha OCHOBI CTPYKTypHU
KaTaJIoriB, CQOPMOBAHOI il Yac BUKOHAHHS BIIPAB.

3. AHani3 npakTUYHUX pPe3yJIbTaTiB

3.1. Meroanka OLIHIOBAHHS

KittouoBum pe3ynpraToM pobOTH cTajia peasizallis HackpizHoro (end-to-end) maiiniaiiny: Bin
CHUHXPOHI30BaHOTO 3aIllUCy BiJEONOTOKIB Ta 3D-peKoHCTpykuii ckenera 10 aBTOMATUYHOL
kiacudikamii OloMexXaHIYHOI KOPEKTHOCTI pyXiB. BuXIIHMM 3HaueHHSM MOJENl € OIlIHKa
HMOBIPHOCTI HaJIEXKHOCTI pyXy A0 kinacy "Correct" (mpaBuiibHE BUKOHAHHS), IO JISKUTh Y Aiana3oHi
p €[0,1].

3a noporose 3HaueHHs NpuiHATO 0.5:

p > 0.5: BupaBa BUKOHAHA TEXHIYHO BIPHO;

p < 0.5: BpaBa BUKOHAaHA 3 TOMUJIKAMH.

3HavyeHHs, OnM3bki M0 rpaHnyHuxX (Hampukian, 0.4 - 0.6), iHTEpHpeTyroThcs SIK 30HA
HEBIIEBHEHOCT1 MOJIEN, 10 YacTO CBIAYHTH MPO HASBHICTh HE3HAYHUX BIIXUJIEHH a00 MOYATOK
(bopMyBaHHS HEMIPABUIIBHOT'O PyXOBOT'O MATEPHY.

[Ilo6 mpoTtecTyBaTH poOOTY HALIOTO MiAXOAY, MU HATPEHYBAIM MOJETb Ha HEBEIHMKIH
KUTBKOCTI 310panux HaMu JaHux. JIJis Bamigamii 3amponoHOBaHOTO TiAX0y Oyii0 MPOBEAEHO CEPIt0
eKCIIepUMEHTIB Ha TecTOBIi BuOipi. Sk 6a30Buil mpukiax oOpaHo BIIpaBy Ha BiBEACHHS IJieUa 10
ropusoHTanbHOTrO piBHA (90°) y mo3uuii crostun. Llel pyx € pyHaamMeHTanbHUM I1HAUKATOPOM
BIJTHOBJIEHHS (DYHKIIT IJIEYOBOTO Cyryo0a micist TpaBM, a HOTO MpaBUIbHE BUKOHAHHS BUMArae He
JuIe MOOITEHOCTI cyriio0a, aje i crabiiizamii Kopimycy.
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Ha puc. 7 ta B Tabnumi 1 HaBeAeHO pe3yabTaTh POOOTH MOJEII B TPhOX XapaKTEPHUX
CIIEHApIfX, 10 IEMOHCTPYIOTh YyTIUBICTh AITOPUTMY JO PI3HUX THUIIIB TOMUIIOK.

PI/ICYHOK 7. Hpmcnaz[ IIPaBUIJIBHOI'O Ta HEIIPABUIIbHOT'O BUKOHAHHS BIIpaBU

Tabmuus 1. [opiBHSHHS NEKiIBKOX TEXHIK BHKOHAHHS BIPAaBU Ta OTPUMaHI MPOrpamMHO
OLIIHKH

Howmep Onuc TeXHIKY BUKOHAHHS CrpaBxHs [lepenbOauenns
BIIpaBU OLlIHKA Mozei
MIPABHIIBHOCTI
1 CrniuHa piBHa, pyKa MiHATa HE HenpaBuinbHO 0.28 (<0.5)
[OBHICTIO TA HAiB3ITHYTA B JIKTI
2 CrinHa piBHA, pyKa BHIIPSIMIICHA Ta [TpaBuIBbHO 0.77 (>0.5)
B FOPU30HTAJIbHOMY HOJIOXKEHHI1
3 CrinHa HaxwWJIeHa, pyKa piBHa Ta B HenpasuibpHO (<0.5)
FOPU30HTAILHOMY IOJIOKEHHI

3.2. [leranbHuii aHaIi3 ClIeHApiiB

Cuenapiit | (1BHa TOMMJIKA): TIAIIIEHT IEMOHCTPYE 3HAYHE 0OMEKESHHS aMILTITY U PyXY (pyKa
HAaMIB3IrHYTa, JIKOTh OMyIleHui). Mojenb BIEBHEHO KJIAacU(IKye i€ K MOMWIKY 3 pe3yIbTaToM
0.28. Ile cBimuuTH PO 3AATHICTH CUCTEMH JICTEKTYBATH Irpy0i MOPYIICHHS Oi10MeXaHiKH, MOB'sI3aHi 3
HEJOCTaTHHOIO MOOIIBHICTIO CYTI00Aa.

Cuenapiit 2 (eTaioHHe BUKOHAHHS ): TIAII€HT 30epirae BepTHKAIbHE MTOJIOKEHHS XpeOTa, pyKa
MOBHICTIO BUIIPAMJIEHA Ta 3a(iKCOBaHA B TOPU3OHTAIBHIN miommHi. Ouinka 0.77 miaTBepaKye, 110
KiHEMaTH4YHI TapameTpu pyxy (KyTH B Cyriio0ax, IMOJIOKEHHsS KOPIYCY) BiOIOBITAIOTh MAaTEPHY
3710pOBOI1 JIFOAUHMU.

Cuenapiii 3 (KOMIIEHCATOPHHI pyX): 11€ HAMOUTBII I[IKaBUH BUITAJIOK 3 TOYKH 30pY KITHIYHOT
IIHHOCTI cucTeMH. Bi3yanbHO pyka 3HaXOIUTHCA B MPAaBUIBHOMY TOPU30HTAILHOMY TOJIOKEHH] Ta
BunpsimiieHa. OJIHaK, JOCATAETHCS 1€ 3a paXyHOK O19HOTO Haxwiy TynyOa. lle kmacuunmii mpukiag
KOMIIEHCATOPHOTO MEXaHi3My, KOJM Talli€eHT HaMaraerbcs 'momoMortu" coli CIHMHOI0 uepes
c1a0bKICTh NIeTBTONONIOHOTO M's3a. Moens po3mi3Haia 10 TOHKY MOMMJIKY, BHIABIIH PE3yJbTaT
0.46. Lleit pe3ynpTaT € KPUTHYHO BaKIMBHUM, OCKUIBKH BiH 3HAXOJIUTHCS TPOXH HUXKYE TTOPOTOBOTO
3HaveHHs. lle meMoHCTpye, o MOAenh HaBUMIACS BPAXOBYBATH HE JIMIIE JIOKATbHI O3HAKH (KyT
pyku), ane ¥ rimobaybHi (MOJIOXKEHHS XpeOTa BIJHOCHO BEPTHKANBHOI OCi), IIO MiATBEPIXKYE
e(heKTUBHICTh BUKOPUCTAHHS ITPOCTOPOBO-YACOBUX IMpaMiJl B apXITEKTYpl MEPExKI.
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Kuiniuna inTepnperaris. OTprMaHi YUCIOB1 3HAYEHHS TI03BOJISIOTH HE JIHIIE Kiacu(DiKyBaTH
cnpoOy sk '"3apaxoBaHO/HE 3apaxoBaHO", ase ¥ (QopMyBaTH JUHAMIYHY CTATUCTHKY HpPOTpecy
namieHTa. Bunanku, noaiOHi 1o cueHapito 3, MOXKYTh aBTOMaTHYHO MAapKyBaTUCS Ui 101aTKOBOTO
neperisay JiKapeM, OCKUTbKYA BOHH CUTHATI3YIOTh IPO IPUXOBaHi MATOJNOTIi pyXy, SKi HAIliEHT MOKe
HE MIOMIYaTH CaMOCTIIHO.

3.3. MeTtpuku

VY XoIl eKClepuMEHTaNbHOI MEepeBIPKU 3alporoHOBaHa MOJENb OLIHKH MPaBUIBLHOCTI
BUKOHAHHS BIIpaB MpOJAeMOHCTpyBaja TouHicTh Ha piBHI 90,42%. Jlns xommoneHtiB 3D-
PEKOHCTPYKIIii, peali3oBaHoi 3a gormomMoror Pose2Sim, Takox Oy oTprMaHi XapaKTepHI METPUKH
SKOCTI: CepefHs MOMMWJIKA pe-MPOEKUil HE MepeBUINyBala MOPOroBUX 3HadyeHb (<~1,5 mikcesst B
cepelHbOMY), MPUYOMY KIIIOUOBI TOYKM 3 BHILOK MOMUJIKOK aBTOMAaTUYHO BIAXWJISUIUCA SIK
noMmwikoBi. Yactka nmpaBuibHuX 3D-Tovok micnsa Tpuanrynsnii cranosuna 90%0, mo € THoBUM
JU1si 6araTOKaMEepHUX CHCTEM 3 KOpEKIlier aucTopcii Ta kamiOpamii kamep. st GiomexaHidHOTO
anamizy B OpenSim J10JaTKOBO BHUKOPUCTOBYBAJIUCS METPUKH MiHIMAJIbHOTO Ta MaKCHUMAaJbHOTO
3HAYCHb CYIVIOOOBUX KyTiB, a TakoX AiamazoH pyxy (ROM). CyKymHICTh IHX TOKa3HHKIB
JEMOHCTPYE, IO po3po0ieHa cucTeMa 3a0e3nedye JOCTAaTHIO TOYHICTh Ta CTaOUIBHICTB
PEKOHCTPYKIIT pyXiB, a TakoX e(EeKTHBHY OI[IHKY TEXHIKM BHKOHAHHS BIpaB, IO POOUTH ii
NPUIATHOIO JUTSI BUKOPUCTAHHA y 33J]adaX CHOPTHBHOI IiIrOTOBKH Ta peadimiTarii.

BUCHOBKU

Y naHiii poOOTI MPOBENEHO KOMIUICKCHE IOCTIIKEHHS TMPOOJeMaTHKH aBTOMATH3aIlii
¢bi13uuHOi peabiniTallii Ta IPEACTaBICHO IPOrpaMHy pealli3allilo CUCTEMH KOMIT F0TEPHOTO 30pY IS
OLIIHKH SIKOCTiI BUKOHAaHHS BIIpaB. OCHOBHI pe3yabTaT pOOOTH MOJISATAIOTH Y HACTYITHOMY:

Po3pobneno metomomnorito 300py AaHUX: OOIPYHTOBAHO Ta peani3oBaHO OaraToKaMepHUN
HiAX11 10 3aIKCy PYyXiB, HIO JO3BOJISIE YHUKHYTH MPOOJIEMH OKIII0311 YaCTHH Tijla, XapaKTEepHOT ISt
onHokaMepHux cucteMm. llpomenypa kaniOpyBaHHA Kamep 3abe3meunsia BUCOKY T€OMETPUYHY
TOYHICTHh PEKOHCTPYKIIii CIICHH.

[TobynoBano 3D-mozeni pyxiB: iHTerpanis ¢ppeiiMBopky Pose2Sim go3Bonuia nepeitu Bia
wionmHANX 2D-koopauHaT 10 moBHOIIHHOI 3D-0ioMexaniunoi moneni. lle mamo MOXIUBICTH
aHaNi3yBaTU pyXd B pealbHUX (I3UYHUX BETUYMHAX Ta MIABUIIMTUA 3JATHICTh CHUCTEMHU
aJlanTyBaTHUCS 10 3MIHU PaKypCy.

AanToBaHO AITOPUTM IVIMOOKOrO HABYaHHS: YCIIIIHO aJalTOBAHO AapXITEKTYpy
IIPOCTOPOBO-YaCOBOT HEMPOHHOI Mepexi IS 3a7adl Kinacudikarii peadbinitaniiHux Bopas. Mozens
IPOJIEMOHCTPYBAJIa 3/1aTHICTh PO3PI3HATU HE JuIe IpyOi MOMUIKH, aie ¥ TOHKI KOMIIEHCATOpHI
pyxu (HampuKiIa, HAXUIH KOPITYCY), IO IMiITBEP/HKYETHCS eKCTIEPUMEHTATBHUMH JTAHUMH.

[IpakTH4yHa IIHHICTH: MPOrpaMHMNA MaWIIaiH MOXXE CIYryBaTH OCHOBOIO JUIS PO3POOKH
CUCTEM peabuTiTalli HaCTYIHOrO MOKOJIHHSA. BIpoBamkeHHsS TakuX pillleHb J03BOJUTH 3HU3UTH
HaBaHTAXXEHHS HAa MEIMYHUI TIepCOHal, 3a0€3MeUNTH MalieHTaM 00'eKTUBHUN 3BOPOTHUH 3B'A30K Y
pearbHOMY Yaci Ta, sIK HaCi0K, MABUIIUTH €()eKTUBHICTH BIIHOBIIIOBAIBHOI Teparii.

[Momanpmii gocmipkeHHs: OyAyTh CHpPSMOBaHI Ha PO3MIMPEHHsA 0a3u BIpaB, ONTHMI3alliio
HIBUAKOJII aNroputMy ajisi poOOTHM HAa MOOUIBHMX HPUCTPOSX Ta BIPOBADKEHHS MEXaHI3MY
reHeparii TeKCTOBUX IMiJJKA30K JIJIs Malll€eHTa Ha OCHOBI BUSIBIEHUX MOMMUJIOK.
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Dubinsky A. (Seville, Spain).
ZERO-TRAINING EVALUATION OF CLASSIFICATION METRICS.

Abstract. The present work proposes a zero-training methodology aimed at resolving the long-
standing challenge of validating novel classification metrics without the computational burden of retraining
machine learning models. The approach treats stored model predictions as reusable research assets and
leverages the OpenML ecosystem, particularly the OpenML-CC18 suite, to enable large-scale post-hoc
experimental evaluation. The methodology is grounded in a three-layer architectural framework comprising
a repository layer, a data-standardization Harvester, and an Evaluation Sandbox for metric developers. This
design enables transparent access to probability outputs, consistent alignment of class labels, and automated
execution of metric experiments. A stratified benchmarking protocol is introduced to structure evaluations
across binary, low-cardinality multiclass, and high-cardinality multiclass tasks, ensuring that metric
behaviour is studied under diverse conditions rather than being averaged out. The methodology also
incorporates rank-based statistical comparisons and tools such as Critical Difference diagrams to expose
redundancy, complementarity, or instability of metrics. The proposed framework aligns with Green Al
principles by reducing computational overhead and democratizing access to metric research. While the
current work focuses on conceptual design, its implementation as an open-source Python library and empirical
validation constitute key directions for future development.

Keywords: classification metrics, metric benchmarking, OpenML, zero-training evaluation, post-hoc
analysis, Green Al.

Anomauia. Y cmammi 3anpononosano memoodonoeiio Zero-training, wo ycysac nompeby y
NOBMOPHOMY HABUAHHI MOOeel Ni0 4ac nepesipku HOsux Mempux kiacuixayii. 3anpononosanuii nioxio
posensoae 30epedxceni nepeddauenns mooenell K b6azamopazosull 00CTIOHUYbKULL pecypcC i BUKOPUCMOBYE
exocucmemy  OpenML,  soxpema  wuabip  OpenML-CCIS8, o ¢opmysanns  macuimabroeo
EeKCNEPUMEHMATIbHO20 Cepedosutyd 0Jisi ROCM-XO0K aHAlizy mempuk. Memoodonoeis cnupaemscs Ha mpupieHesgy
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apximexmypy, sKa 8KIOYAe peno3umapHui wap, komnonenm Harvester ors cmanoapmuzayii danux ma
y3eo0dcenns knacis, a makoxc Evaluation Sandbox — incmpymenm ons asmopie mempuk, wo 3abesneuye
agmMomMamu308are O0OYUCIEHHA U1l NOPIGHAHHA pe3)Ibmamis. 3anponoHosano cmpamu@iko8anuil NPOMoKoL
OYIHIOBAHHS, AKUUL OXONIIOE MPU MUnu 3a0ay. OIHAPHI, MYIbMUKIACO8I 3 MAN0K KiIbKICMIO KIACie ma
BUCOKOKAPOUHANILHI MYTbmuKaacosi 3adaui. Taxa cmpamu@ixayiss 0036015€ SUABTAMU CULHI MaA CAAOKI
CMOpOHU MempUuK ) pI3HUX YMO8aX 3amicmb YycepeOHeHHs pe3ynvmamis. Memoodonozia nepeobauac
BUKOPUCMAHHA PAH208UX KOpenayiu, amanizy po30idcHocmeu ma KpumuyHux oiazpam O0as cmamucmuiHo
00TPYHMOBAHO20 NOPIGHSHHS MeMPUK. 3anponorosanutl nioxio sionosioae npunyunam Green Al, smenwyrouu
00UUCTIOBANIbHI  GUMpAMU  MA  NIOGUWYIOYU  8i0mMeEopiosanicms  docniodxcenv. Peanizayia npoepamnoi
Oibiomexu ma emMnipuyHa nepesipka Memoooo2ii U3HAYEHI K HANPAMU NOOATLUUX POOIMm.

Knrwouosi croea: mempuxu xiacugixayii, oyiniosanns mempux, OpenML, zero-training, nocm-xox
ananiz, Green Al.

Introduction and Problem Statement

The choice of evaluation metric is a critical step in the Machine Learning (ML) pipeline.
Modern ML systems are increasingly deployed in high-stakes domains such as healthcare, credit
scoring, fraud detection, and autonomous systems, where evaluation metrics directly influence
real-world decisions. An inappropriate metric can systematically favor models that appear performant
numerically but fail in terms of actual risk, fairness, or business utility. This misalignment is
particularly acute in imbalanced and multiclass (especially high-cardinality) settings, where widely
used metrics such as Accuracy, Macro-F1, or ROC-AUC may obscure critical failure modes or
provide misleadingly optimistic assessments [1-4].

At the same time, the scientific validation of new, proposed metrics faces a substantial
experimental bottleneck. To rigorously demonstrate the superiority, robustness, or domain-specific
utility of a candidate metric, researchers are traditionally required to:

e collect and curate a diverse set of benchmark datasets;

e implement or adapt preprocessing pipelines;

e train multiple baseline models (e.g., Random Forests, Gradient Boosting, Neural

Networks) under controlled conditions; and
e compute metric values across many train/validation/test splits and model configurations.

This “train-and-evaluate” paradigm is at the core of many influential empirical studies on
performance measures [5-7], but it is computationally expensive, time-consuming, and
environmentally costly. It contradicts the principles of Green Al, which call for lowering the carbon
footprint of research where possible [8]. Moreover, it raises the barrier to entry: only groups with
substantial computing resources can afford to run large-scale metric studies, and results are often
difficult to reproduce due to subtle differences in training protocols, hyperparameters, and
preprocessing choices.

There is, therefore, a pressing need for a standardized, resource-efficient, and reproducible
methodology to benchmark classification metrics without repeatedly retraining models from scratch,
ideally by reusing existing experimental artifacts wherever possible.

Analysis of Recent Publications

Research related to this problem spans two main lines: metric-oriented empirical analysis and
open, reusable experimental infrastructure.

On the metric side, numerous works have highlighted the limitations of standard measures
and proposed alternatives. Hand [1] critically assessed the widespread use of the Area Under the ROC
Curve (AUC) and introduced the H-measure as a more principled alternative under certain cost
structures. Powers [2] analyzed Precision, Recall, F-measure, and related metrics, formalizing their
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relationships and pointing out where they behave counter-intuitively. Other studies have investigated
measures such as Matthews Correlation Coefficient and Cohen’s Kappa, arguing for their advantages
over Accuracy and F-scores in specific settings [7], and have systematically reviewed families of
performance measures for classification tasks [6]. Empirical comparisons in these works typically
follow the traditional train-and-evaluate workflow described above: authors collect datasets, train
multiple classifiers, and then compute and compare metrics on the resulting predictions [3-5]. As a
consequence, such investigations are constrained in scale and diversity by the cost of generating new
experimental results.

On the infrastructure side, the OpenML platform [9] introduced the concept of “networked
science” in ML: instead of leaving results buried in PDFs and local logs, experiments are stored as
structured artifacts—datasets, tasks, flows (algorithms), and runs (executions with predictions and
scores). Building on this, Bischl et al. [10] proposed curated benchmarking suites such as
OpenML-CC18, a collection of 72 classification datasets selected for statistical soundness and
practical relevance. These suites have been widely used to benchmark algorithms and AutoML
systems [11].

Recent meta-learning and AutoML studies leverage OpenML to predict algorithm
performance or to benchmark full pipelines, but they focus primarily on algorithm comparison, not
on systematic benchmarking of metrics themselves. Moreover, they typically analyze scalar
evaluation scores (e.g., AUC, Accuracy) rather than reusing the full posterior probability outputs
required to assess new metrics. While these works advance metric design and open experimentation,
they do not provide a dedicated, reusable metric-centric benchmarking environment. In particular,
they do not specify:

e how new metrics should be evaluated systematically across hundreds of existing model

predictions;

e how such evaluations should be stratified by task characteristics (e.g., class cardinality,

imbalance); and

e how to hide the engineering complexity of dealing with raw experiment metadata and

prediction alignment.

These gaps directly motivate the present work, in which we propose a zero-training, post-hoc
evaluation framework that reuses OpenML predictions as the basis for large-scale, metric-centric
benchmarking.

Unsolved Parts of the Problem

Despite the availability of platforms like OpenML and curated suites like OpenML-CC18,
there is currently no unified framework aimed specifically at metric developers rather than algorithm
developers. We identify three unresolved aspects:

1. Lack of a “Zero-Training” Protocol.

Existing studies commonly retrain models for each new metric, or they analyze only stored

scalar scores instead of full prediction distributions. There is no standardized protocol that

treats pre-computed probability outputs as a first-class object for metric research, enabling
post-hoc evaluation of arbitrary metrics without additional training.
2. Missing Stratified Benchmarking Standards.
Current benchmarks such as OpenML-CC18 are designed for algorithm comparison and do
not prescribe how to analyze a metric’s strengths and weaknesses across varying conditions,
such as:
e binary vs. multiclass settings,
e low vs. high class cardinality,
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« different class imbalance ratios, or
« different application domains.
Without such stratification, important patterns in metric behavior can be averaged out and
overlooked.
3. Absence of Engineering Abstractions for Metric Designers.
Toolchains built around OpenML and similar platforms are optimized for model selection,
AutoML, and meta-learning. Metric designers, in contrast, must currently:
o manually query and parse runs,
o resolve class-label and probability-column alignment issues, and
« manage local caching and preprocessing.
There is no off-the-shelf “metric sandbox” offering a simple interface such as
evaluate_metric(M) that abstracts away API calls, data alignment, and infrastructure concerns.

Purpose and Objectives of the Study

This paper presents a work-in-progress methodology that aims to address these gaps by
defining a framework for rapid, offline benchmarking of classification metrics using OpenML.

The overarching purpose is to decouple model training from metric evaluation, allowing
researchers to evaluate new metrics purely in terms of their behavior on stored predictions from
diverse models and datasets.

The specific objectives are:
1. Architecture Design.
To specify a modular framework that can be implemented as an open-source Python library,
exposing a simple interface for metric authors (e.g., evaluate_metric(metric_fn)), while
internally managing data access and orchestration.
2. Data Curation & Alignment.
To design and prototype a Harvester component that:
 retrieves suitable runs from OpenML-CC18,
« standardizes them into a unified representation of (y_true, P) pairs (true labels and
class-probability matrices), and
e robustly solves the “column alignment” problem for multiclass outputs.
3. Statistical Protocol Definition.

To formalize a statistical evaluation protocol that:

« stratifies tasks into meaningful tiers (binary, low-cardinality multiclass,
high-cardinality multiclass),

« computes rank-based correlations between the candidate metric and established
baselines (e.g., Accuracy, Macro-F1, LogLoss), and

e supports visual tools such as Critical Difference diagrams [12] for robust
comparison.

Presentation of the Main Research Material

We term the proposed methodology Post-Hoc Metric Benchmarking. Its key idea is to reuse
the outputs of pre-trained models stored in OpenML as a fixed, immutable testbed for metrics, instead
of re-generating them through new training runs.

Framework Architecture

We conceptualize the framework as consisting of three logical layers (schematically
illustrated in Figure 1):
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1. Repository Layer (Source of Truth).
The OpenML-CC18 suite [10] serves as the primary data source. It provides:
« datasets and associated tasks with fixed train/test splits;
« runs of various algorithms (flows) with stored predictions and evaluation scores.

By relying on OpenML-CC18, the envisioned framework can leverage a diverse set of
domains (finance, biology, image recognition, etc.) while avoiding common data quality issues such
as leakage.

2. Harvester Layer (Abstraction & Standardization).

The Harvester is the central engineering abstraction in our design. Conceptually, it:

o queries the OpenML API for runs that satisfy certain basic criteria (e.g., availability
of probabilistic predictions);

« filters out incomplete or incompatible runs;

« and converts each run into a standardized internal representation, for example a
mapping of the form
TaskID — {DatasetName, n_classes, y_true, P, meta-features},
where y_true denotes true labels and P a class-probability matrix.

These standardized objects are intended to be cached locally to avoid repeated downloads. At
this stage, we focus on defining the required abstraction; concrete implementation details are left for
future work.

3. Evaluation Layer (Metric Sandbox).

On top of the Harvester, we envision an Evaluation Layer that offers a simple programmatic

interface to metric authors. The user would provide a metric function that operates on

(y_true, P) pairs, and the framework would:

« apply this function across all relevant tasks and models,

e aggregate the resulting scores,

« and produce summaries suitable for further statistical analysis and visualization
(including, for example, Critical Difference diagrams).

We leave the concrete API design and library packaging to future implementation work; here
we focus on specifying the conceptual responsibilities of this layer.

o
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Runs (with predictions) & _l Reports / Summaries l_

Figure 1. Conceptual three-layer architecture of the proposed framework.

Stratification Protocol

To avoid obscuring important patterns through global averaging across all datasets, the
framework incorporates a stratified evaluation protocol based on task metadata.
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We propose three primary strata:

e Tier A— Binary Classification (2 classes).
Focus: basic sanity checks, threshold dependence, calibration.

e Tier B — Low-Cardinality Multiclass (3-5 classes).
Focus: behavior of micro vs. macro aggregation, impact of mild imbalance, interpretability
of confusion patterns.

o Tier C — High-Cardinality Multiclass (>5 classes).
Focus: robustness under probability dilution, sensitivity to rare classes, interaction with
macro-averaged metrics such as AUC and log loss.

Table 1. Proposed task strata (A, B, C) by class cardinality and associated analysis focus

Tier | Classes | Typical tasks Focus of analysis

A 2 Binary risk scoring Thresholding, calibration, basic sanity checks

B 3-5 Digits, small text sets | Micro vs macro aggregation, mild imbalance

C >5 Letters, multi-class IR | Rare classes, probability dilution, macro metrics

This stratification scheme is intended to ensure that metric behavior is examined under distinct
problem regimes rather than collapsed into a single global average.

Statistical Evaluation Protocol

The statistical evaluation protocol defines how metric behavior is summarized and compared
across tasks and models. It goes beyond reporting raw metric values, which may live on different
scales.

The planned key elements of this protocol are:
1. Rank-Based Correlations.
For each stratum, we plan to compute rank-based correlations (e.g., Spearman or Kendall)
between the candidate metric and baseline metrics (such as Accuracy, Macro-F1, log loss)
across models and tasks.
« High correlation would suggest redundancy (the new metric behaves similarly to an
existing one).
o Moderate correlation would suggest that the metric captures complementary aspects
of performance.
2. Disagreement Analysis.

For each pair of metrics, the framework will identify tasks where model rankings differ

substantially. These cases act as “stress tests” and are crucial for qualitative analysis—for

example, revealing that a metric is more sensitive to errors on minority classes or to specific
confusion patterns.
3. Critical Difference (CD) Diagrams.

Following Demsar [12], we plan to aggregate metric values per task, compute average ranks,

and visualize statistically significant differences using CD diagrams. Such diagrams show,

along a common axis, which metrics are not significantly different and which dominate
others across tasks.

Importantly, we intend to rely on existing, publicly available open-source implementations
for these statistical procedures (e.g., standard libraries for correlation analysis and tools for CD
diagrams), rather than developing bespoke statistical code. At the current stage, this protocol is
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specified conceptually; integrating and configuring these tools within the framework is part of future
implementation work.

—
| | CD | |
| I I I
NewMetric Macro-F1 Accuracy log loss

Figure 2. Example schematic of a Critical Difference diagram used for comparing metrics
(illustrative only).

Implications for Metric Research and Limitations

The proposed framework represents a shift from an algorithm-centric view of benchmarking
to a metric-centric one. By democratizing access to large-scale experimental results, it has the
potential to enable a broader range of researchers to participate in metric design, reducing the barrier
imposed by high computational costs.

Furthermore, the introduction of a stratified protocol enforces a higher standard of rigor.
Traditional evaluations often report a single average score across all datasets, which can mask poor
performance on specific edge cases (e.g., highly imbalanced multiclass tasks). The planned tiered
analysis (Tiers A, B, C) is intended to expose such weaknesses explicitly, encouraging the
development of metrics that are robust under challenging conditions, rather than merely performing
well “on average”.

At the same time, the zero-training paradigm relies on several assumptions that define the
limitations of our approach:

1. Dependence on Legacy Models.

The framework evaluates metrics based on probability distributions output by models

trained in the past (e.g., Random Forests or earlier Gradient Boosting implementations). If

these underlying models are poorly calibrated or unrepresentative of modern state-of-the-art
architectures (such as Transformers), the assessment of a metric may be biased. In other
words, the framework measures how well a metric ranks existing models, which may differ
from how it would rank future models.

2. Domain Specificity (Tabular Bias).

The OpenML-CC18 suite predominantly consists of tabular data from domains such as

physics, medicine, and finance. Consequently, conclusions drawn from this framework may

not fully generalize to unstructured data domains (computer vision, NLP), where model
behavior and probability distributions (e.g., overconfidence in deep networks) can differ
significantly.

3. Data Availability Constraints.

The methodology assumes that cached runs in the OpenML repository contain full posterior

probabilities (confidence scores). While this is true for many major flows, a portion of

historical runs may store only class labels. The Harvester component would need to filter
such runs out, potentially reducing the statistical power of the benchmark for certain
algorithms.
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These implications and limitations underscore that the present work is conceptual and
methodological in nature. Realizing the framework in software and validating it empirically constitute
the next steps in this research agenda.

CONCLUSIONS/

In this work-in-progress paper, we have proposed a methodology for decoupling model
training from metric evaluation by reusing pre-computed predictions from OpenML. We identified
three key gaps in current practice—Ilack of a zero-training protocol, absence of stratified
benchmarking standards, and missing engineering abstractions for metric designers—and outlined a
post-hoc, zero-training framework that directly addresses these issues.

Our design treats stored predictions as the primary object of study, organizes evaluations into
well-defined tiers of task characteristics, and encapsulates the complexity of API interaction and data
alignment behind a simple evaluation interface. While the current design is tailored primarily to
tabular classification tasks in OpenML-CC18 and depends on the availability of probabilistic outputs,
it sets the stage for future extensions to other domains and data modalities and can build on existing
open-source tools for statistical comparison.

We see two main directions for future work:
« Implementation. Developing and releasing an open-source Python library that realizes the
proposed architecture and provides ready-to-use tools for metric benchmarking.
« Validation. Applying the framework to a range of existing and newly proposed metrics to
empirically study their behavior across the OpenML-CC18 benchmark and beyond.

We believe that formalizing such a framework is a necessary step towards making metric

research more reproducible, energy-efficient, and accessible to the broader ML community.
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DEEP NEURAL EMBEDDINGS FOR MIXED-TYPE SURVEY DATA: IMPROVED
CLUSTERING OF INTERNATIONAL EDUCATIONAL GAME PARTICIPANTS.

Abstract. Educational survey datasets typically integrate ordinal Likert-scale items together with
categorical descriptors such as faculty affiliation, prior experience, or country of origin. This heterogeneity
complicates the use of classical clustering and multivariate techniques, which typically rely on assumptions of
linearity, Euclidean geometry, or homogeneity of measurement scales. In this study, we propose a mixed-type
autoencoder specifically designed for the joint representation of ordinal and categorical variables in an
international cohort of students participating in the business simulation game Kietas riesutas. The model
embeds categorical variables using learnable dense vectors and reconstructs ordinal ratings through a
continuous decoder head, allowing the latent space to capture nonlinear interactions that remain inaccessible
to traditional methods. The autoencoder's 4-dimensional latent representations are evaluated against a
comprehensive set of baselines, including k-means on ordinal features, k-means on one-hot-encoded mixed
data, PCA with k-means, MCA, FAMD, Gower-based hierarchical clustering, and k-prototypes. Results
indicate that the proposed model achieves the highest cluster separation, reaching a silhouette score of
0.580—almost double the best classical baseline. Latent clusters exhibit strong and statistically significant
associations with Faculty (y> = 109.0) and Country (x* = 40.17), revealing structural differences in students’
perceptions not visible in raw data. Interpretation of the clusters indicates two distinct profiles: a highly
positive group and a moderately positive group with respect to perceived educational value, teamwork quality,
and understanding of modelling tools. These findings demonstrate that deep mixed-type embeddings provide
a substantially more informative and interpretable representation of educational survey data, offering
methodological advances for learning analytics and game-based evaluation research.

Keywords: mixed-type data, autoencoder, clustering, educational game, survey analysis, latent
representations, learning analytics.

Anomauisn. Onumysanvhi OaHi 6 OCGIMHIX OOCHIONCEHHAX 3A36UYAU  MICMAMb NOEOHAHHS
opounanvhux wikan Jlaiikepma ma Kame2opianbHux 3MIiHHUX, MAKUX K Qaxyivmem, nonepeonit 00ceio uu
Kpaina noxoodcenns. Taxa eemepo2eHHICMb YCKIAOHIOE 3ACMOCY8AHHA KIACUUHUX MemOo0i8 Kiacmepusayii,
OCKIIbKU 8OHU CRUPAIOMbCS HA JIHIUHI NPUNYUeHHS Md eBKI008)Y 2e0Mempilo, U0 HeadeK8amHo 8idobpaiicac
CMPYKMYPY 3MIUAHUX OAHUX. Y yboMy 00CNIONHCEHHI 3aNPONOHOBAHO SMIUAHUL A8MOEHKO0ED, CHeYianbHO
PO3p0obaeHUll OISl CRITbHO20 NPeOCmAasieHHs OPOUHATbHUX A KAMe2oPiantbHUX 3MIHHUX Y MIdNCHAPOOHIl
8ubipyi cmyoenmis, sKi opaiu yuacmo 6 oceimuiil Oisnec-cumynsayii Kietas riesutas. Moodenv guxopucmogye
80V008Y8ANHA KAME20PIianbHUX 03HAK Y GUSIA0I WINbHUX EKMOPIE MA PEKOHCMPYIOE OPOUHANLHT peumuneu
3a 00noMo2010 be3nepepsHoco dexkodepa, Wo 0036015€ TAMEHMHOMY NPOCMOpY i0006paxdcamu HeliHiluHI
83aeM00ii, Hedocmynni mpaouyitinum nioxooam. OmMpumani YOMUPUBUMIDHI TAMEHMHI NPeOCmAGIeHHs
NOPIGHIOIOMbCA 3 WUPOKUM HAOOpOM 6a308ux Memodig: k-means Ons opouHanvHux 03HAK, k-means ons one-
hot-3axodosanux oanux, PCA + k-means, MCA, FAMD, iepapxiunoio knacmepusayieio Ha ocHosi mipu I ayepa
ma anzopummom k-prototypes. Pezyromamu OemMOHCMpPYIOmMb, WO 3ANPONOHOBAHA MOOelb 3abe3neyye
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Hatikpawe po30ileHHs Kiacmepis, docsearouu Koeiyienma cuiyemy 0.580 — matice yosiui binvuie 3a
nHavkpawui  kracuunui baseline. Jlamenmui kaacmepu eusensiomvs CUNbHI CIAMUCIUYHI 368 S3KU 3
Gaxynememom (x? = 109.0) ma xpainow (y?> = 40.17), wo susaeisne cmpykmypHi i0MIHHOCMI Y CNPUUHAMMI
cmyoenmamu oceimuboi cumynayii. Inmepnpemayis noKasye 08i epynu: «BUCOKO NOZUMUBHY» MA «NOMIPHO
NO3UMUBHYY 3d OUIHKAMU OCBIMHbOI YIHHOCMI, KOMAHOHOI pobomu ma pOo3YMIHHA IHCMPYMEeHMI8
MmoOlemosanns. Ompumani pesyrbmamu  NIOMEEPO’CYIOMb, WO BUKOPUCMAHHA 3MIUAHUX HEUPOHHUX
60Y008y8aHb 3HAYHO NIOBUUYE [HHOPMAMUBHICb AHALI3Y ONUMYBANLHUX OAHUX MaA BiOKPUBAE HOBI
MOIHCIUBOCTI OJIS1 AHATTIMUKU HABUAHHSL U OYIHIOBAHHS I2POBUX OCBIMHIX cepedosull.

Knrouoei cnosa: smiwani oami, agmoeHkooep, Kiacmepusayis, OCGIMHA 2pd, AHALI3 ONUMYEAHb,
JlameHmHI NPeOCMAaBIeH A, AHATIMUKA HABYAHHS.

1 Introduction

Educational simulations and business games have become a central component of practice-
oriented teaching in management, economics, and information systems. They allow students to
experiment with decision-making, explore complex interdependencies, and observe the consequences
of strategic choices within a risk-free environment. As several studies have shown, simulation-based
learning can significantly improve engagement, retention, and practical understanding of business
dynamics [7, 8, 9]. In international contexts, simulations have also been used to analyse cross-cultural
differences in decision-making and perceptions of educational value [12, 13].

Surveys remain the dominant tool for evaluating such learning experiences, as they capture
subjective perceptions, satisfaction, and contextual factors that cannot be inferred from behavioural
logs alone. However, survey datasets typically combine two fundamentally different types of
variables: (i) ordinal Likert-scale ratings (treated as nearly continuous by many researchers, despite
their discrete nature), and (ii) categorical attributes such as faculty, programme, prior experience, or
country. This heterogeneity poses serious methodological challenges for classical multivariate
methods, especially clustering, dimensionality reduction, and profile extraction. Traditional distance
measures such as Euclidean distance are unsuitable for categorical variables, and treating Likert
responses as numeric introduces distortions when categories are not equally spaced [14, 15]. In the
context of the business game "Kietas rie“sutas", earlier analyses have shown systematic differences
between students from different countries and faculties [6]. However, these studies relied primarily
on classical statistics, exploratory factorial methods, or simple clustering. To uncover deeper latent
structure in mixed-type survey data, more advanced representation learning techniques are needed.

This study proposes a mixed-type autoencoder architecture capable of jointly learning from
ordinal and categorical variables. The goal is to obtain nonlinear embeddings that provide a more
expressive and faithful representation of students' perceptions and experiences, enabling improved
clustering and more interpretable educational insights. The proposed approach is evaluated against a
comprehensive panel of baseline methods, including PCA, MCA, FAMD, k-prototypes, Gower-based
hierarchical clustering, and k-means on ordinal-only and one-hot-encoded features.

2 Related Work

2.1 Mixed-Type Data and Classical Clustering Methods

Clustering data with heterogeneous variable types remains a long-standing challenge. Early
work by Gower [16] introduced a general similarity coefficient capable of handling mixed numerical,
binary, and categorical data. Gower distances are widely used in ecology and biological sciences, and
remain the foundation for modern mixed-type clustering in educational and social research.

Huang [1, 2] proposed the k-prototypes algorithm, combining Euclidean distance for numeric
variables with a matching dissimilarity measure for categorical variables. K-prototypes remains one
of the most frequently used algorithms for mixed-type clustering due to its simplicity and scalability,
though it suffers from strong linearity assumptions and cannot capture interactions between variables.

In survey analysis and psychometrics, factorial methods have been adapted to mixed-type
data. Multiple Correspondence Analysis (MCA) [17] models categorical variables by decomposing
indicator matrices, while Factor Analysis of Mixed Data (FAMD) [18] integrates PCA and MCA into
a single framework. Although useful for exploratory analysis, these linear methods cannot capture
nonlinear structures or higher-order interactions.

2.2 Representation Learning for Tabular and Survey Data

Deep learning for tabular and survey data has grown rapidly in recent years. Early work on
autoencoders demonstrated their ability to reduce dimensionality and capture nonlinear
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transformations [3]. Variational autoencoders (VAE) [24] and denoising autoencoders have been
applied to mixed data, although appropriate handling of categorical variables requires modified loss
functions or embedding layers.

More recent models explicitly address tabular heterogeneity. TabNet introduced sequential
attention for tabular representation learning, while SAINT [23] applied transformers with separate
embeddings for categorical and continuous features. Models such as CTGAN [25] or TVAE enable
synthetic mixed-type generation, suggesting that deep architectures can learn rich joint distributions
in heterogeneous data settings.

Mixed-type autoencoders—embedding categorical variables, reconstructing them via cross-
entropy, and modeling ordinal variables with MSE or ordinal loss—have become a common approach
in health, psychology, and survey-based research (e.g. [22, 21]). However, their use in educational
data mining (EDM) remains limited.

2.3 Educational Data Mining and Game-Based Learning Analytics

Educational games and simulations have been extensively studied in the context of data-
driven evaluation. Reviews by de Freitas [20], and Plass [19] show that learning outcomes depend
strongly on cognitive load, availability of feedback, and students' prior experience.

In the specific case of "Kietas rie“sutas", prior research found notable differences between
students from Lithuania and Poland in terms of perceived difficulty, self-efficacy, and usefulness of
business analytics tools [6]. However, these analyses used classical methods. No prior study has
investigated whether deep embeddings can reveal more nuanced profiles of students in this
international setting.

2.4 Gap in the Literature

While significant progress has been made in:

. clustering mixed-type data,
. representation learning for tabular data,
. survey-based evaluation of educational games,

there remains a clear methodological gap. No existing study combines deep autoencoder
embeddings with mixed-type survey data in an international educational game context. Furthermore,
no prior research systematically compares deep embeddings to a comprehensive set of baseline
methods (PCA, MCA, FAMD, Gower, k-prototypes) on real educational data. This study directly
addresses this gap.
3 Materials and Methods
3.1 Dataset Description
The dataset consists of survey responses collected from N = 109 students who participated in
the educational business simulation "Kietas rie“sutas". The students represent two national groups:
. University of Lodz (UL, Poland),
. Kaunas University of Technology (KTU, Lithuania).
The survey includes three categories of variables:

1. Ordinal (Likert-scale) variables: These consist of 17 items rated on a 1-5
scale:
o K2: perceived success in team decision-making,
o K4: teamwork helping to learn about colleagues,

o K1[SQO001]-K1[SQO011]: educational benefits (knowledge about
finance, marketing, IT, business analytics, dependencies between variables, etc.),
o K10: understanding how business modelling tools are developed,
o G01Q11-G01Q13: adequacy of data in system-generated reports.
2. Categorical variables (nominal):
o University (UL, KTU),
o Faculty (UL M, EVF, IF, MGMF),
o K6: prior experience with business games (Yes/No),
o K5: sufficiency of introduction (Yes/No/N/A),
o K3: enough time to make decisions (Yes/No).
3. Metadata: ID and Institution fields, which were excluded from analysis.
The resulting dataset contains both heterogeneous variable types and meaningful educational
dimensions, making it well suited for benchmarking clustering methods for mixed-type survey data.
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3.2 Preprocessing
Ordinal variables were left on the original 1-5 scale (not standardised), reflecting their quasi-
discrete nature. Categorical variables were encoded depending on the baseline method:

. integer encoding for k-prototypes,

. one-hot encoding for PCA and k-means,

. disjunctive coding for MCA/FAMD,

. raw categorical factors for Gower distance.

3.3 Baseline Clustering Methods

To evaluate the proposed mixed-type autoencoder, we compare it against a comprehensive set
of established methods for mixed, ordinal, or categorical survey data.

3.3.1 1. k-means on ordinal-only variables

This baseline ignores categorical metadata and applies classical k-means to the 17-
dimensional ordinal subspace. This reflects common practice in educational survey analysis, where
Likert items are treated as continuous variables.

3.3.2 2. PCA + k-means

Principal Component Analysis is performed on one-hot encoded data (ordinal variables
treated as numeric; categorical converted to binary indicators). PCA provides a linear mixed-type
embedding, which is then clustered using k-means.

3.3.33. MCA + k-means

Multiple Correspondence Analysis is applied to purely categorical data (University, Faculty,
K6, K5, K3). The resulting low-dimensional embedding is clustered using k-means. This method
ignores ordinal items and isolates the structure encoded in categorical variables alone.

3.3.4 4. FAMD + k-means

Factor Analysis of Mixed Data [18] integrates PCA (ordinal part) and MCA (categorical part)
into a unified model. This is the strongest linear baseline for mixed survey data and is widely used in
social sciences.

3.3.5 5. Gower distance + hierarchical clustering

We compute the Gower dissimilarity matrix [16], which naturally handles mixed types.
Hierarchical clustering is applied using:

. Ward linkage,
. Average linkage.

Since Gower distances do not lie in Euclidean space, Ward linkage provides approximate but
interpretable clusters.

3.3.6 6. k-prototypes

The k-prototypes algorithm [1] jointly optimises:

J =T [LEN (X - pug)® + v ZiEC 1(X;j # pug)]

where y balances numerical and categorical contributions. This is the most widely used
classical clustering method for mixed survey data.

3.3.7 7. One-hot encoding + k-means

All variables (ordinal and categorical) are converted to binary indicators, followed by k-means
clustering. Despite its simplicity, this baseline is commonly used in educational data mining.

3.4 Selection of the Number of Clusters

To determine the number of clusters k, we compute:

. silhouette score for k € {2, 3, 4, 5},
. Calinski—Harabasz index,
. Davies—Bouldin index.

Across baselines, the most stable optimum is obtained at k = 2, consistent with prior empirical
findings for this game [6] and similar studies on student satisfaction. Therefore, we fix k = 2 for all
comparisons.

3.5 Mixed-Type Autoencoder

We employ a heterogeneous autoencoder that jointly models ordinal and categorical variables.

3.5.1 Input Representation

Let: xrd) € R'7, x(a) = (¢y, ..., Cs),

where each c; is an integer-encoded categorical variable. For each c;, we learn an embedding
vector:
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e; = Embed;(c;), e; € R4,
Embedding sizes are capped at min(8, 2 x n categories).
The concatenated input is: ho =[x, ey, ..., €s].
3.5.2 Encoder
h: = RCLU(Wlho + bl), z=Wyhi + bu,
where z € R* is the latent representation.
3.5.3 Decoder
Two reconstruction heads are used:
. Ordinal head: linear layer with 17 outputs.
. Categorical heads: five softmax layers matching category counts.
3.5.4 Loss Function
L= Lord + XLCat,
where: Lo = (1/17) Zi=i'7 (Xi - Xi)%, Lea = (1/5) Z=1° CE(c;, &)).
We set L = 0.5 based on validation experiments.
3.5.5 Training Procedure
The model is trained for 100 epochs using Adam (learning rate 0.01) with batch size 16. Early
stopping is not used due to the small dataset, but training converges smoothly.
3.6 Evaluation Metrics
For each method, we compute:

. Silhouette score (primary cluster separation metric),
. Inertia (for k-means),

. Adjusted Rand Index relative to Country,

. Chi-square association with Faculty and Country.

This allows evaluation of both: (i) internal cluster quality, and (ii) alignment with meaningful
external educational variables.

4 Results

This section reports the empirical performance of the proposed mixed-type autoencoder (AE)
in comparison with classical clustering baselines on the Kietas rie“sutas survey dataset. We first
present internal clustering metrics, then examine the relationship between cluster assignments and
institutional variables (Faculty, Country), and finally interpret the latent profiles of students.

4.1 Internal Cluster Quality

Table 1 summarises the performance of all implemented methods for k = 2 clusters. For k-
means-based models, we report the silhouette score and inertia (within-cluster sum of squares). For
the autoencoder, k-means is applied in the 4-dimensional latent space z.

Table 1: Comparison of internal cluster quality across baseline methods and the proposed
mixed-type autoencoder (AE). Silhouette scores are computed in the corresponding feature spaces;
inertia is reported for Euclidean k-means models.

Method Silhouette Inertia
k-means (ordinal-only features) 0.279 732.75
k-means (ordinal + one-hot categories) 0.240 938.85
PCA(4) on mixed data + k-means 0.387 418.75
AE embedding (4D) + k-means 0.580 1590.03

The first baseline, k-means on ordinal features only, reaches a silhouette score of 0.279. This
value is typical for educational survey data with modest cluster separation and confirms that the latent
structure is not trivial but also not strongly separated in the original ordinal space.

When categorical variables are added via one-hot encoding, the silhouette slightly decreases
to 0.240, despite the additional information. This is consistent with prior findings that naive
concatenation of one-hot categories can distort distances in high-dimensional spaces and obscure
latent structure. The PCA(4) baseline, which compresses the mixed one-hot representation into four
principal components before clustering, yields a higher silhouette of 0.387, indicating that a linear
projection already captures some of the shared variance between ordinal and categorical variables.

The proposed mixed-type AE embedding achieves the highest silhouette score of 0.580 for k
= 2, substantially outperforming all linear baselines. Although the inertia in the latent space
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(approximately 1590) is larger than in the PCA space, inertia is not directly comparable across spaces
with different dimensionalities and scaling. The key observation is that the relative cluster separation,
as captured by the silhouette index, improves dramatically.

4.2 Latent Space Visualization

To better understand the structure of the AE latent space, we project the 4-dimensional
embeddings onto two principal components using PCA and visualise the result. Figure 1 shows the
two clusters as well-separated clouds of points in the (PC1, PC2) plane.

As seen in Figure 1, most Polish students (UL) are concentrated in one region of the plot,
while Lithuanian students (KTU) occupy partly overlapping but distinguishable areas. The separation
is far clearer than in the original ordinal space or in the PCA(4) baseline, where cluster overlap
remains significant.

4.3 Faculty and Country Effects

To examine how the latent clusters relate to institutional variables, we computed chi-square
tests of association between cluster membership and two categorical variables:

. Faculty (UL M, EVF, IF, MGMF),

. Country (derived from University: UL = Poland, KTU = Lithuania).

The Cluster x Faculty contingency table yields ¥* = 109.0 with p = 1.8 - 107, indicating a
very strong and highly significant association. The Cluster x Country table yields > = 40.17 with p
~2.3 - 107", confirming that the two latent clusters are strongly related to the Polish versus Lithuanian
student groups.

4.4 Interpretation of Latent Clusters

To interpret the latent clusters in pedagogical terms, we examined cluster-wise averages of all
17 ordinal items. A consistent pattern emerges:

. Cluster 0 exhibits higher average ratings on items related to perceived
educational value (K1 items), success in the team (K2), quality of teamwork (K4),
understanding of business modelling tools (K10), and adequacy of data in reports (G01Q11-
G01Q13).

. Cluster 1 shows systematically lower but still positive ratings on the same
items, indicating a more moderate level of satisfaction and perceived learning.

This justifies labelling the clusters as:

. a "highly positive" group (Cluster 0),

. a "moderately positive™ group (Cluster 1).

These profiles are consistent with the earlier survey-based study of "Kietas rie“sutas" [6], but
the separation is much clearer in the AE latent space than in any of the classical baseline models. In
particular, the PCA-based baseline already improves cluster separation compared to raw features, but
fails to capture the full degree of differentiation that the mixed-type autoencoder uncovers.

Taken together, the quantitative metrics (silhouette, 2 tests) and qualitative inspection of item
profiles suggest that the proposed mixed-type autoencoder offers a substantially more informative
representation of mixed-type survey data in an educational game context than standard linear or
prototype-based methods.

5 Discussion

The results presented in Section 3 demonstrate that the mixed-type autoencoder substantially
improves the quality of clustering compared to classical baselines. While k-means applied to ordinal
features or one-hot encoded mixed data yields only weak cluster structure (silhouette values between
0.24 and 0.28), the nonlinear embedding learned by the autoencoder achieves a silhouette of 0.58,
revealing a strong and interpretable separation between two groups of students. The PCA(4) baseline
provides a moderate improvement relative to raw features, but remains considerably inferior to the
AE-based representation.

This finding is important in the context of educational survey research, where datasets are
often small, heterogeneous, and noisy. Traditional distance-based methods are limited by their strong
geometric assumptions: Euclidean distances cannot appropriately capture ordinal-level differences,
and one-hot encoded categorical variables artificially increase dimensionality, making cluster
analysis less stable. The mixed-type autoencoder addresses these issues by learning separate
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embedding spaces for categorical variables while modelling ordinal responses using a continuous
decoder head. The resulting latent vectors combine these heterogeneous signals into a coherent
representation that preserves relevant relationships while removing noise and redundancy.

The strong statistical associations between latent clusters and institutional variables (Faculty,
Country) further validate the meaningfulness of the discovered structure. In particular, the alignment
between latent clusters and student affiliation suggests that programme-level and cultural factors
shape how students perceive the educational game, how they collaborate within teams, and how they
evaluate the adequacy of data for decision making. This observation complements the findings in [6],
which identified country-specific patterns using classical methods; however, our analysis shows that
these patterns become clearer, stronger, and more interpretable in the autoencoder embedding space.

A notable insight is that the two clusters do not correspond to "positive™ versus "negative"
experiences in an absolute sense. Rather, they reflect two levels of positive engagement: one group
reports strong satisfaction and high perceived learning, while the second group exhibits moderate
satisfaction and somewhat lower confidence in the educational value of the game. This distinction is
pedagogically meaningful, as it may indicate variation in prior preparation, familiarity with business
simulations, or differences in group dynamics across faculties.

In the broader landscape of educational data mining (EDM) and learning analytics, the present
study contributes to the discussion on modelling mixed-type data using representation learning. Most
EDM datasets contain a mixture of Likert responses, demographic attributes, and behavioural
variables. The proposed AE architecture demonstrates that such mixed-type information can be
modelled jointly without reducing categorical variables to one-hot vectors or relying on linear
projections. This flexibility opens new directions for analysing student perceptions, engagement, and
feedback in blended-learning and game-based learning contexts.

6 Limitations

Despite promising results, several methodological and data-related limitations must be
acknowledged:

. Sample size. The dataset contains N = 109 students, which is relatively small
for training neural models. Although the autoencoder converges stably with early stopping
and small embedding sizes, larger datasets would improve both generalisation and robustness.

. Limited number of clusters. This study intentionally focuses on k = 2 clusters,
which aligns with prior analyses and the observed binary structure of the data. It remains
unclear whether more granular profiles (e.g. k = 3 or k = 4) might emerge in a larger or more
diverse cohort.

. Interpretability at item level. While the latent clusters can be interpreted
through item averages, the autoencoder itself is not inherently interpretable. Future extensions
could incorporate prototype-based loss functions or sparse attention mechanisms to enhance
interpretability.

. Static nature of the survey. The dataset captures perceptions after the game,
but does not include temporal behavioural logs. Without interaction-level data, it is difficult
to infer how gameplay dynamics influence latent cluster membership.

. Heterogeneity of faculties. Faculties differ in programme structure and
student demographics. The strong Faculty effects observed may partly reflect such structural
differences rather than game-specific factors.

These limitations do not undermine the core methodological contribution but highlight areas
requiring caution when generalising the findings.

7 Future Work

Several promising directions can extend the present study:

1. Deep clustering models. Jointly trained clustering methods such as DEC,
IDEC, or VaDE could improve the compactness of clusters by aligning reconstruction loss
with cluster assignment objectives.

2. Prototype-aware autoencoders. Introducing cluster prototypes directly into
the AE objective (e.g. via contrastive losses) may yield more interpretable latent spaces.
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3. Integration with behavioural logs. If in-game activity logs become available,
multimodal embeddings could combine survey responses with interaction patterns to generate
richer student profiles.

4. Cross-cohort validation. The model should be tested on additional editions of
the course or at other institutions to evaluate stability across contexts and cultures.
5. Mixed-type generative models. Variational or diffusion-based generative

models for mixed-type survey data could be explored for simulating hypothetical intervention

scenarios or for handling missing data in low-resource environments.

6. Explainable Al for educational surveys. Methods such as SHAP for mixed-
type encoders could improve interpretability and support actionable conclusions for
instructors and curriculum designers.

These directions align with current trends in EDM and learning analytics, where hybrid
machine learning approaches increasingly combine behavioural, affective, and survey-based data.

8 Conclusions

This study demonstrates that a mixed-type autoencoder can significantly improve the analysis
of survey data collected in game-based learning contexts. By jointly modelling ordinal Likert
responses and categorical variables, the model learns a compact latent representation that captures
meaningful educational differences between student subgroups. Compared with classical baselines
such as k-means on raw features, one-hot mixed data, or PCA-based dimensionality reduction, the
AE embedding yields far superior cluster separation, as confirmed by silhouette metrics, visual
inspection, and strong statistical associations with Faculty and Country.

The empirical findings replicate and extend earlier work on the educational game "Kietas
rie’sutas" by revealing more distinct latent profiles of students and connecting these profiles with
institutional characteristics. The results highlight the potential of deep representation learning for
analysing mixed-type educational surveys and suggest new opportunities for applying neural models
in learning analytics, evaluation research, and the design of interactive learning environments.

Overall, the proposed approach demonstrates that even small but carefully structured datasets
can benefit from modern neural representation learning techniques, providing insights that are
difficult to obtain using classical statistical methods alone.
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LATTICE PHYSICS APPROACHES FOR NEURAL NETWORKS.

Abstract. Contemporary neuroscience is rapidly evolving toward an interdisciplinary, physics-

inspired understanding of neural activity. This paper presents a concise overview of a recently proposed
framework that applies lattice field theory (LFT)—a foundational tool in particle physics—to model the
spatiotemporal interactions of neural networks. The approach treats neural activity as a system of discrete
binary variables defined on a space-time lattice, enabling the use of statistical field theory methods to analyze
collective neural dynamics. Key elements of the framework include the Lagrangian formulation, the action
principle, renormalization through lattice decimation, and the explicit incorporation of temporal correlations
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via a kinetic term. This model aims to bridge micro- and macro-scale neural processes by connecting
experimental observables, such as mean firing rates and pairwise correlations, with effective generative
models grounded in physical principles. Applications span neural circuit inference, multiscale modeling,
Utah-array data interpretation, and hybrid systems involving organoids and neuromorphic electronics. The
framework provides a unifying perspective that links neural activity, field-theoretic constructs, and
computational modelling, offering promising directions for future research in both theoretical and applied
neuroscience.

Keywords: neural field theory; lattice field theory; renormalization; spatiotemporal neural dynamics;
statistical physics; generative models; biohybrid networks.

Anomauia. Cyyacna HetipOHAYKa WEUOKO PO3BUBAEMbCA Y HANPAMI MINCOUCYUNTIHAPHUX NiOX00I8,
Wo Ccruparmscsi Ha KoHyenyii Qizuku ma ckiaowux cucmem. Y yiil pobomi nodawo cmuciuti 02nso
HewooasHo 3anponoHO8anol MoOei, KA 3acmocosye memoou meopii ipamkosux nonie (LFT) — 6asosoco
IHCmMpyMeHma meopemudnoi Qi3uKku YacmuHoK — O ONUCY NPOCHMOPOBO-HACOBUX B3AEMOOIN Y HEUPOHHUX
mepedxcax. 11ioxio posensdae HeUpoHHY AKMUBHICMb K CUCTEMY OUCKPEMHUX OIHAPHUX 3MIHHUX HA [pAmyi
NPOCMOPY-4acy, wo O00380JA€ GUKOPUCMOBYBAMU MEMOOU CMAMUCMUYHOi meopii noas 0N aHanizy
KOJeKMusHoi Ounamixu. Knouosi eiemenmu 6KI04a0Oms iazpanicesy opmyaiayiio, npuHyun HatimeHuoi ii,
peHopmanizayito uepes odeyumayilo IPaAmKu mMa s6HE BPAXYB8AHHA UYACOBUX KOpenayill 3a 00noMo20
Kinemuuno2o wiena. Moodenv nOKIUKaHa NOEOHAmMU MIKPO- MA MAKPOPIGHI HelpoOUHAMIKU, MO8 A3)ioul
EeKCNEPUMEHMATbHI CNOCMEPEXHCeHHs — MAKi K cepeoHs yacmoma CHaukie i napui xopenayii — 3
eheKmUBHUMU  2eHEPAMUBHUMU MOOeIAMU HA OCHO8I (DI3UYHUX HNPUHYUNIE. 3ACMOCYBAHHSA OXONJIOE
iHGhepenyilo Hetiponnux 36’s3kie, bazamomacwmadne moodemosanns, inmepnpemayio Utah-wacusie ma
aunaniz 6iocibpudHux cucmem i3 opeanoioamu ma Heupomop@rumu cxemamu. Ilpeocmaesnenuti nioxio
3abe3neyye YHIQIKoBaHy Nepcnekmusy, wo NOEOHYE HelpPOHHY AKMUBHICMb, CIMPYKMYPHI eleMeHmuy meopii
nOJsL Ma KOMN TOmMepHe MOOETI08AHHA, GIOKPUBAIOYU HOBI HANPSAMU OJIsi NOOATLULUX OOCTIONCEHD.

Kniouoei cnoea: netiponna meopis nois, meopis Ipamxosux nojis, peHoOpMalizayis, npocmoposo-
4aco8a HEUPOOUHAMIKA, CIMAMUCMUYHA i3uKa, 2eHepamusti mooeui; 6io2iopuoHi Mepedxci.

1. Introduction

Within contemporary brain science, increasing focus is directed toward identifying theoretical
methodologies capable of clarifying the origins of intricate cooperative neuronal operations. Despite
technological advancement in capturing the operations of hundreds of neurons with superior temporal
precision, core questions remain unanswered: how do interactions among neurons shape circuit
behaviors and how does activity emerge? Similar challenges existed in physics prior to the emergence
of the Standard Model, which motivates the application of theoretical physics instruments in brain
research.

2. Current Methodologies and Their Constraints

2.1. Manifold-Based Representation

Characterizes neuronal behaviors in high-dimensional spaces, yet frequently lacks physical
meaning.

2.2. Circuit-Level Representation

Relies on realistic biophysical parameters, however struggles to scale and often becomes over-
parameterized.

2.3. Brain Field Framework (NFT)

Integrates differential equations with structural characteristics, but proves difficult to connect
with information across different scales.

Probabilistic physics and Amari-Hopfield representations have brought these domains closer,
yet precise solutions remain restricted, particularly for extensive arrangements.

3. Lagrangian Construction and Extremal Principle

Within the introduced representation, the foundation comprises the Lagrangian—the
difference between motion-related and position-related energy of the arrangement. The extremal
principle provides a universal approach for characterizing the progression of intricate arrangements.
Brain circuits are viewed as arrangements with numerous freedom degrees, for which Lagrangian
construction enables borrowing numerical and analytical techniques from physics.

4. Grid-Based Representation of Neuronal Operations

63



Neurons are depicted as binary parameters (0/1), positioned at grid nodes, while time is
discretized with intervals matching the recovery period (~1 millisecond). Captured operations form a
"kernel"—a matrix of dimensions NxT. Spatial and temporal dependencies create a hyper-matrix
characterizing cooperative behaviors.

5. Action Expression and Motion-Related Component

The arrangement is viewed as a collection of interacting binary fields. The action expression
contains motion-related contributions (temporal dependencies) and position-related interactions
(spatial relationships). Probabilistic mechanics on grids permits analyzing such arrangements
analogously to spin representations in physics.

6. Scale Transformation

Reduction procedures are employed—consolidation of fine-scale details to obtain a
productive representation. For instance, Utah-electrode-array information can be interpreted as a
reduced grid, where each electrode represents a miniature column. This methodology permits
reconciling experimental measurements with theoretical representations.

7. Interaction Deduction

Maximum disorder principles, expanded with motion-related expressions, are applied to
determine interactions. This permits recovering spatial and temporal relationships among neurons
and investigating various behavioral regimes.

8. Bio-Electronic Circuits

The methodology proves suitable for analyzing tissue cultures, brain-inspired microchips, and
their interactions. Discrete field frameworks permit representing these arrangements as unified hybrid
circuits, opening pathways to novel technologies and analytical techniques.

9. Constraints

Primary challenges involve:

. Reconciling microscopic and large-scale representations

. Precision of reduction procedures

. Inverse problems in high-dimensional spaces

. Identifying structural interpretation of representation parameters

10. Conclusions

Discrete field frameworks provide a promising foundation for unifying brain measurements
with physical representations. The introduced methodology permits obtaining a coherent multi-scale
picture of neuronal behaviors and establishes groundwork for novel analytical techniques, productive
representation, brain-inspired technologies, and bio-electronic arrangements.

UDC 681.3:004.4:519.876

Békési G., Barancsuk L., Hartmann B. (Budapest University of Technology and Economics,
Budapest, Hungary).

DEEP NEURAL NETWORK STATE ESTIMATION WITH HYPERPARAMETER
OPTIMIZATION.

Abstract. Deep neural networks (DNNs) have recently emerged as a powerful alternative to traditional
model-based approaches for Distribution System State Estimation (DSSE), especially in low-voltage (LV)
grids with increasing penetration of renewable energy sources and nonlinear loads. This paper presents a
fully data-driven DSSE method using a feed-forward neural network optimized via the Tree-structured Parzen
Estimator (TPE) hyperparameter search. Real-world LV networks in Hungary are used to evaluate the
approach, integrating pseudomeasurements, power consumption data, and weather variables such as solar
radiation, temperature, and wind speed. The proposed method significantly outperforms the classical
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Weighted Least Squares (WLS) estimator, achieving voltage amplitude and angle error reductions between
14% and 73%, depending on the network complexity. GPU-accelerated training yields speed-ups exceeding
20,000% compared to WLS. Furthermore, the study compares the optimized FCNN with LSTM, GRU, and
GNN architectures, showing that hyperparameter-tuned FCNNs deliver superior performance in both
accuracy and computational efficiency. Results confirm that hyperparameter optimization is essential for
scaling DNN-based DSSE to real-world networks and for enabling accurate, fast, and robust state estimation
under high uncertainty conditions.

Keywords: distribution system state estimation; deep neural networks; hyperparameter optimization;
TPE; low-voltage networks; renewable integration; voltage estimation.

Anomauia. I'nuboki nevponni mepesici (DNN) oedani uacmiuie 3acmoco8yomscs K AlbiMepHamued
MPAOUYIUHUM MOOETbHUM MeMOOdM OYIHIOBAHHS CMAHY po3noditbhux erekmpomepedxc (DSSE), ocobaueo 6
HU3bKOBOTILIMHUX Mepexcax 3 GUCOKOI0 YACTKOIO BIOHOBNIOBAHUX Odcepel eHepeii ma HeniHilHuxX
Hasanmasicers. Y yiti pobomi npedcmasieno nogHicmio 0anoopienmosgarnuti nioxio 0o DSSE na ocroei npsimoi
Hetiponunoi mepedci (FCNN), onmumizosanoi 3a 0onomozorw ancopummy nouiyxky cinepnapamempie Tree-
structured Parzen Estimator (TPE). Memoo npomecmosano na peanbHux HUZLKOBOILMHUX MEPEHCAX
Yeopwunu 3 suxopucmannam ncegdosumMipiosans, CROJICUBYUX OaHUX i Memeonapamempis (memnepamypa,
COHAYHA paodiayis, weuoKicms 6impy mowo). 3anponoHo8aHull nioXio 3HAYHO Nepesepulye KIACUUHUL
aneopumm WLS, 3abesneuyrouu 3nudicenHss NoXuOKU OYiHIO8AHHS amnaimyou ma Kkyma wanpyeu va 14—73%
3anexcHo 8i0 cknaonocmi mepedxci. 3asosaxu GPU-napanenizayii docsaenymo npuckopenns Hagyants nonao 20
000 % nopisuano 3 WLS. Taxoow nopiensno npodykmugnicme onmumizogaroi FCNN iz LSTM, GRU ma GNN,
npuvomy FCNN 3 onmumizosanumu cinepnapamempamu 3a6e3nevye HAuKpauyy moyHicms ma epexmusHicm.
Ompumani  pesyabmamu  niOMeepoONCYIomb  KIHOY08Y pOoib  2inepnapamempudnoi  onmumizayii  0ns
macwmabysannsi DNN-uemooie DSSE 0o peanvnux LV-mepesc ma niosuwenns mounocmi il wi8uOKoOii
OYIHIOBAHHS CINAHY 8 YMOBAX BUCOKOL HEGUIHAYEHOCHI.

Knrouoei cnosa: oyiniosanns cmawmy Mmepedic; 2AUOOKI  HEUPOHHI Mepedici;,  Onmumizayis
einepnapamempis, TPE,; nuzvkosonvmui mepeoici; oyinka Hanpyeu.

1. Introduction

Within the framework of intelligent electrical grid advancement and expanding proportion of
distributed power sources, the significance of low-tension grids has sharply increased. DSSE becomes
an essential instrument for guaranteeing dependability and productivity of electrical infrastructure.
Conventional techniques, including WLS, require precise grid models and demonstrate limited
resilience to incomplete or noisy information. Information-focused approaches, notably DNN,
possess capability to represent complex non-linear relationships, rendering them viable for practical
implementation. However, effectiveness of such models substantially depends on appropriate
parameter configuration.

2. Information and Problem Formulation

Research was conducted on four authentic LV districts in Hungary (18680, 44600, 44333,
20667), containing 2 to 10 circuits. For DSSE, the following were utilized:

. 15-minute consumption records

. Meteorological information (ambient temperature, irradiance, air velocity,
precipitation)

. Pseudo-measurements

. Standardization and cyclical encoding of temporal features

Input information included demands, meteorological conditions, and temporal parameters.
Output information consisted of potential magnitudes and phases. Training was executed on odd-
numbered weeks, validation on even-numbered weeks, allowing assessment of model generalization.

3. Network Architectures

3.1. FCNN (baseline model)

Straightforward and rapid model with RelLU activation, which demonstrated optimal
effectiveness following refinement.

3.2. LSTM/GRU

Productive for temporal dependencies, yet more intricate and less resilient with constrained
information.
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3.3. GNN

Natural selection for representing grid topologies, yet in this investigation underperformed
relative to refined FCNN due to elevated complexity and sensitivity to noise.

4. TPE-Focused Refinement

The TPE algorithm, as a Bayesian methodology, constructs probabilistic models of parameters
for identifying optimal configurations:

. Batch dimension

. Learning velocity

. Hidden layer arrangement

. Epoch quantity

. Optimizer update increment

TPE demonstrated notably superior convergence compared to random exploration and grid
exploration, and permitted consideration of grid magnitude: larger LV districts required greater batch
dimensions and deeper models.

5. Findings

5.1. Precision

Relative to WLS, the refined FCNN reduced discrepancies:

. Potential magnitude: 14-73%
. Phase: 18-65%

5.2. Processing Speed

GPU acceleration provided up to 20,000 faster assessment than WLS, confirming the
technique's suitability for real-time operation.

5.3. Architectures

Following refinement, FCNN consistently exceeded LSTM, GRU, and GNN, particularly in
grids with substantial circuit quantities.

6. Conclusions

This work demonstrates that sophisticated neural architectures can deliver highly precise and
exceptionally rapid condition assessment for LV grids provided parameter refinement is performed.
The FCNN+TPE technique successfully scales, surpasses traditional DSSE algorithms, and can be
incorporated into distribution grid monitoring infrastructure, promoting dependability and
adaptability of electrical power systems.

UDC 681.5:004
Echeverria-Rios D., Green P.L. (School of Engineering, The University of Liverpool, UK).

GAUSSIAN PROCESSES FOR PREDICTING PRODUCT QUALITY IN
MANUFACTURING.

Abstract. Predicting product quality in continuous manufacturing is a critical requirement for
optimizing production processes and ensuring consistent operational performance. This study introduces an
Al-driven solution based on a generalized product-of-experts Gaussian Process (GP) enhanced with a
Dirichlet Process (DP) noise model. The method integrates process parameters collected along the production
line with end-of-line quality measurements, specifically fault density. Five key criteria for effective Al
deployment in continuous manufacturing—scalability, modularity, out-of-sample reliability, uncertainty
guantification, and robustness to unrepresentative data—are defined and used to evaluate existing
approaches. Limitations of standard GP models under non-Gaussian noise are discussed, motivating the
development of a more flexible DP-based mixture noise model capable of capturing multiple noise sources.
The proposed framework automatically adjusts the number of mixture components and isolates low-noise
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observations for GP regression, improving prediction accuracy while preserving analytical tractability. A
product-of-experts strategy is introduced to ensure computational scalability. Application to a real
manufacturing case study, supported by synthetic experiments, demonstrates superior predictive performance
and resilience to outliers compared with standard and robust GP variants. The results confirm the suitability
of the DP-augmented GP method for modern continuous manufacturing environments.

Keywords: Gaussian Processes; Dirichlet Process; continuous manufacturing; product quality; noise
modeling; product-of-experts; uncertainty quantification.

Anomauis. [Ipocnosyeanns sxocmi npodykyii y 6e3nepepsHomy upoOHUYMGI € KI0408010 YMOBOI0
07151 ONMUMI3AYIT MEXHON02IUHUX npoyecie ma 3abe3neyeHHs CmadiIbHUX eKCRILYAmAayitiHuxX XapaKxmepucmux.
Y yvomy docnioscenni 3anpononosano Al-opienmosane piwenns, wo bazyemocsa Ha y3azanshenomy Gaussian
Process (GP) i3 wymosorw moodennio na ocnosi npoyecy lipixie (DP). Memoo noeonye mexHoaoeiuHi
napamempu, 3i6pami 63006x4C GUPOOHUYOL NiHII, 3 KIHYEBUMU GUMIPIOBAHHAMU SKOCMI, 30KpeMd ZyCMUHU
Odegexmie. Busnaueno n’samo Kuouosux kpumepiis epexmusnoi Al-inmezpayii' y bes3nepepsne supoOHUYmeo:
macumabosanicms, MOOYIbHICMb, HAOJIUHICMb NO3A MeXCaAMU MPeHY8AIbHUX OAHUX, KIIbKICHA OYIHKA
HesU3HaueHoCcmi ma cmitikicms 00 Hepenpesenmamuenux oanux. Iloxazano oomedcenns cmanoapmuux GP-
Modenell 8 YMOBAX He2ACIaHCLKO20 WYMY, Wjo Momugye gukopucmanusa DP-opienmogarnoi smiuanoi wymoeoi
MoOeni, 30amHoi 8paxosyeamu pi3Hi Oxcepena wiymy. 3anponoHo8aHuul nioxio aemMOMAMUYHO BUIHAYAE
KIIbKICMb KOMNOHEHM CYyMIWi ma GUOKPeMIOE OAHI 3 HaumMeHwum pienem wymy Ons peepecii GP,
RIOBUWYIOYU  MOYHICMb NPOSHO3Y Hpu 30epedcenHi auanimuynoi 3pyunocmi. [{na 3abe3neueHws
macwmabosanocmi - ukopucmano nioxio product-Of-experts. Pesyibmamu  3acmocyéanus mooeini 00
PeanvHoco GUPOOHUYO2O Kelicy mda CUHMEMUYHUX eKCHepuMenmie OeMoHcmpyioms ii nepesacu Hao
cmandapmuumu ma «pobacmuumuy GP-eapianmamu. Ompumani 6ucnosKu niOmeepoICYyIOmy egheKmusHicmy
DP-niocunenux GP-mooeneii y cyuacHux ymosax be3nepepeHoco supoOHuymaa.

Knwuoei cnosa: Gaussian Process; npoyec [ipixne; b6e3nepepere SUpoOHUYMBEO, NPOSHO3YEAHHS
sAKocmi; MoOenoganns wymy, product-of-experts; oyinka neeusnauerocmi.

1. Introduction

Within continuous production systems, process variables are monitored across multiple stages
of the production line, while quality indicators—specifically defect concentration—are measured at
the process conclusion. Forecasting these indicators enables production optimization and quality
enhancement. Given the expansion of data volumes and technological process complexity,
conventional forecasting techniques have become inadequate. The authors establish five requirements
that Al frameworks must satisfy: computational scalability, system modularity, prediction stability
outside training datasets, quantified uncertainty assessment, and resilience to non-representative
observations. Standard Gaussian Process (GP) frameworks do not completely fulfill these
requirements due to assumptions regarding Gaussian noise characteristics. This motivates
development of an alternative framework capable of handling authentic uncontrolled noise
phenomena in production environments.

2. Methodology

2.1. Gaussian Process Regression

GP regression constitutes a non-parametric probabilistic technique that yields both predicted
values and uncertainty estimates. Unlike parametric approaches, GPs characterize distributions over
functions and find applications across numerous domains: from machinery dynamics to robotics.
However, the standard assumption of Gaussian noise frequently fails to correspond with authentic
production data.

2.2. Noise Modeling with Gaussian Mixture and Dirichlet Process

This work introduces a Gaussian mixture distribution for characterizing data distortions. Each
observation associates with one mixture element, where the count of these elements is determined
through the Dirichlet Process. This approach enables the framework to automatically adapt to varying
noise characteristics, identify high-noise observations, and prevent their influence during the
regression phase.

2.3. Product-of-Experts for Computational Scalability
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To enable processing of large datasets, the framework partitions the sample into subsets and
trains individual GP "experts,” whose predictions combine into the final output. This approach
ensures linear scalability while preserving accuracy.

3. Results

Simulations utilizing 150 synthetic samples corrupted with three Gaussian components
confirmed the superiority of the Dirichlet Process GP (DPGP) framework over standard GP and
robust GP alternatives. The RMSE metric was lowest for DPGP. Visual outputs demonstrate correct
clustering of noise components and avoidance of excessive fitting to outlier samples. Authentic
production data confirmed the framework's reliability: it successfully isolates the representative
portion of the sample and ensures stable product quality forecasting.

4. Conclusions

The proposed framework successfully integrates the advantages of GP regression with the
adaptability of the DP approach, delivering a comprehensive solution to challenges of computational
scalability, noise resilience, uncertainty quantification, and data modularity. Results demonstrate its
applicability in modern continuous production environments, where process characteristics may
fluctuate and data may contain outliers or irregularities.
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ARTIFICIAL NEURAL NETWORKS FOR OPTIMIZING DISTRICT HEATING
NETWORKS.

Abstract. Accurate heat demand forecasting is essential for optimizing district heating networks
(DHNS), especially as modern systems integrate fluctuating renewable energy sources, variable weather
patterns, and diverse consumer behaviors. This study evaluates several Artificial Neural Network (ANN)
architectures—including Long Short-Term Memory (LSTM), Convolutional Neural Networks (CNN), and the
Temporal Fusion Transformer (TFT)—and compares them with the statistical SAR-IMAX model. Using a year-
long dataset from the Stiftung Liebenau DHN, which incorporates multiple heat sources (CHP, biomass,
natural gas) and heterogeneous heat sinks (residential buildings, workshops, greenhouses), the models are
tested for their ability to forecast dynamic heat loads and support operational optimization. Results show that
CNN achieves the lowest Mean Absolute Percentage Error (MAPE)—27% for both summer and winter, and
17% for winter alone—though all ANN models are affected by data volatility and irregularities, particularly
during peak demand events. Despite these challenges, the networks successfully capture general demand
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patterns. An economic evaluation demonstrates that ANN-based forecasting can markedly improve energy
efficiency and reduce operational costs due to low implementation overhead. The study highlights the potential
of ANN-driven forecasting as a scalable, cost-effective solution for next-generation DHNSs.

Keywords: heat demand forecasting; district heating networks; artificial neural networks; energy
efficiency; CNN; LSTM; temporal fusion transformer; confidence intervals.

Anomauia. TouHe npocHO3Y8AHHA MENI0B020 HABAHMANCEHHA € KPUMUYHO BANCIUBUM OJA
onmumizayii pobomu cucmem yenmpanizosanoco menionocmayauns (DHN), ocobnuso 6 ymosax inmezpayii
BIOHOBTIOBAHUX Odicepen eHepeli, MIHAUBOCMI NO200U MA PIZHOMAHIMHOCINE NOBEOTHKU CROJICUBAUI8. ¥ ybomy
00CNIONCEHHT OYIHIOIOMbCSL KIIbKA apXimeKkmyp wmyyHux Heuponnux mepedxc (ANN) — Long Short-Term
Memory (LSTM), Convolutional Neural Networks (CNN) ma Temporal Fusion Transformer (TFT) — y
nOpIGHAHHI 3i cmamucmuunolo mooennto SAR-IMAX. Jlna mecmysauns 3acmoco8ano piyHull Habip OaHux
mennomepedxci Stiftung Liebenau, axa micmums pisni 0dxcepera menia (CHP, 6iomaca, npupoouuii 2as) i
WUPOKULL CNEKMP CRONCUBAUIE (dcumaosi 0ydieni, mavicmepni, menauyi). Pezynomamu nokazyroms, ujo CNN-
Modens 3abesneuye Hatnudicuul MAPE — 27% ynimxy ma e3umky, i 17% auwe 63uUMKy, Xoua MOYHICMb YCiX
MoOdenel  3anedxcumsv 80 GONAMUNLHOCI MA HepeSysAPHOCMI  OAHUX, 0COOAUB0 Ni0 YAC NIKOGUX
Haganmasicenv. Hezsadcarouu na ye, mooeni ycniuiHo 8i0meopioroms 3a2aibli MeHOeHyii menio8o2o nonumy.
Exonomiunuii ananiz niomeepoocye, wo suxopucmanns ANN-npocnozysanns mooce cymmeso niosuwumu
eHepeoemeKmuUHICG I 3MEHWUMY ONepayitii GUMPAmy 3a805KU HUZLKUM BUMO2AM 00 6NPOBAOINCEHHSL.
Hocnioowcenns oemoncmpye, wo ANN-opienmosane npocnosyeamnHs € Macuimabosanum i eKOHOMIYHO
BUCTOHUM PIUEHHAM 0151 MENJI0BUX MEPENC HOBO20 NOKOLIHHSL.

Knrouoei cnoea: npocno3yeanns menniogozo HABAHMANCEHH, MENTI08] MepexCl; WMYYHi HeUpOoHHI
mepedici; enepeoepexmusnicms, CNN; LSTM; Temporal Fusion Transformer.

1. Introduction

Centralized thermal distribution systems are transitioning toward fourth-generation network
concepts, which involve utilizing renewable power sources, reduced-temperature operational modes,
and enhanced adaptability. Such transformation imposes fresh requirements on thermal load
prediction, since contemporary DHNs feature significant consumer diversity and dynamic operational
pattern changes. Conventional statistical prediction methods prove insufficiently accurate, whereas
deep learning models can simulate complex nonlinear dependencies in temporal sequences. This
makes them promising tools for improving thermal network operational efficiency.

2. Case Study: Stiftung Liebenau DHN

The thermal distribution network is characterized by:

. Multiple thermal generators (combined heat and power, biomass, methane)
. Broad spectrum of consumers (dwelling structures, cultivation facilities,
manufacturing premises)
. Twelve-month data collection with resolution suitable for modeling temporal
dynamics
Statistical and machine learning approaches were utilized for comparing prediction
capabilities.
3. Deep Learning Model Architectures
3.1. CNN
Delivers optimal MAPE through effective extraction of localized temporal patterns.
3.2. LSTM

Performs well with extended-term dependencies but represents a computationally demanding
architecture.

3.3. Temporal Fusion Transformer (TFT)

Contemporary architecture developed specifically for temporal sequence prediction and
ensuring interpretability.
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4. Single-Step and Autoregressive Predictions
Two methodologies were investigated:
. Single-step prediction of entire horizon
. Step-by-step autoregressive forecasting
The autoregressive methodology exhibited sensitivity to error accumulation, whereas the
single-step approach provided more stable outcomes.
5. Modeling Results

. CNN achieved MAPE = 27% for warm and cold seasons, and 17% exclusively
for cold season

. All architectures are susceptible to data volatility

. Maximum loads are predicted least accurately, but overall trend is reproduced
correctly

. TFT interpretability makes it valuable for operational analysis

6. Financial Analysis
Substantial power efficiency improvement was established when applying deep learning
prediction, specifically:

. Optimization of thermal generator operations
. Reduction of operational expenses
. Rapid payback due to minimal investments

7. Conclusions

Deep learning-oriented architectures can become essential tools for next-generation thermal
networks, providing more precise prediction, power efficiency, and economic advantages. Although
the architectures have limitations during peak prediction, overall accuracy and minimal deployment
requirements make them promising for practical implementation.
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EVALUATING HYBRID APPROACH TO MISSING DATA IMPUTATION IN
COMPARISON WITH GENERATIVE MODELS.

Abstract. Missing data remain one of the most common challenges in data analysis and machine-
learning applications, with their occurrence resulting from human errors, sensor failures, or research-specific
limitations. Improper handling of missing values reduces the quality of datasets and negatively affects the
performance of predictive models. This study proposes and evaluates a hybrid imputation approach that
combines generative and statistical methods—namely, a Variational Autoencoder (VAE) used as a feature
extractor and the Multiple Imputation by Chained Equations (MICE) algorithm. The hybrid method is
compared with classical statistical techniques (multiple imputation and Gaussian mixture model) and three
generative approaches. Artificial missingness (MCAR, MAR, MNAR) with 10%, 30% and 50% missingness
rates was applied to an air-quality dataset. Results show that the hybrid approach offers stable performance
across all mechanisms, outperforming all methods under the 50% MCAR condition and achieving accuracy
comparable to classical benchmarks in most scenarios. Generative approaches demonstrated lower stability,
with VAE showing the most significant variance. The findings highlight the potential of hybrid models for
robust imputation tasks, especially when balancing generative flexibility with statistical reliability.
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Keywords: missing data, imputation methods, machine learning, generative models, hybrid
imputation.

Anomauia. Ilponyweni 0ani € 00Hi€0 3 HAUNOWUPEHIWUX NPOOAeM Y 3a0a4ax auanizy OaHux ma
MAWUHHO20 HAGUAHHA, NPUYUHU SAKOI MONCYMb OXONII0GAMU JHOOCHKI NOMUIKU, MexHiuni 3001 abo
ocobnusocmi npogedenHss 0ociiodcenus. Hexopexmua obpodxa nponyckie npuzeooums 00 HOSIPULEHHS
AKOCMI OAHUX | 3HUMCEHHS MOYHOCMI MoOenell NPOeHO3Y8aHHA. Y pobomi 3anponoHosano 2iopudnuti nioxio
00 3aNOBHEHHS NPONYUJEHUX 3HAUEHD, U0 NOEOHYE 2eHePAMUBHI Ma CMAMUCMUYHI MEMoou: 8apiayiuHul
aemoenxooep (VAE), suxopucmanuil sk cenepamop 1ameHmuux 03Hax, ma aieopumm MHONCUHHOT iMnymayii
MICE. Memoo nopisuiocmvcs 3 KIQCUMHUMU CIAMUCIMUYHUMU NIOX00aMU (MHOJNCUHHA IMuymayiss ma
2ayciecvka cymiuy) i mpboma 2eHepamusHumu aneopummamu. Ha oamacemi napamempis sakocmi nogimps
wmyuno seeneposarno nponycku (MCAR, MAR, MNAR) 3 inmencusnicmio 10%, 30% ma 50%. Pezynomamu
deMoHCcmpylomy, wo 2iopudHull nioxio 3abesneuye cmadilbHY SKICMb 3ANOBHEHHS 8 YCIX MeXaHizmax
nponyckie, nepeseputytoyu inwi memoou y cyenapii MCAR 50% ma nokasyiouu mounicms, cniecmaeny 3
KAACUYHUMU Memodamu 8 Oinbuiocmi eunaokie. I enepamusni Mooeni 6UAGUIU HUNCYY CIMAOITbHICMb, 30KpeMa
bazosuti VAE. Ompumani pezyromamu niomeepodicyroms nepcnekmusHicms 2iopuonux nioxodis y 3a0aiax
iMnymayii Oanux.

Knwwuoei cnosa: nponyweni 0awni, Memoou 3ano6HeHHsl, MAUWUHHE HAGYAHMS, 2eHEPAMUGHT MOOe,
2ibpudHa imnymayis.

Problem Statement

Processing missing data is a well-known problem in data analysis and machine learning
because it is common, exists in any scientific field, and is particularly relevant in machine learning
since many models initially expect complete data for training. The main task of missing data
imputation methods is to solve these problems by filling in the gaps with plausible values. There is a
wide variety of imputation methods, including simple ones such as mean or median imputation and
traditional statistical ones such as multiple imputation or the EM algorithm. Modern research on this
topic often considers generative methods, i.e., methods based on generative artificial intelligence
algorithms and models. Examples of such approaches include the use of variational autoencoders,
adversarial models, and transformer models.

The task of missing data imputation is defined as follows: let there be a dataset D, which is a
matrix of observations, and variables are given as columns. The goal is to find a function F(x) that
will fill in the missing data using the available observed data.

To formalize different kinds of missing data, the concept of a missing data mechanism is used.
It is a description of the relationship between missing and available data. According to the most
common classification, there are three types of mechanisms [1]:

- Missing at random (MAR) - an assumption that the probability of missing data
for variable Y depends on the values of other characteristics, but does not depend on the value
of Y itself;

- Missing completely at random (MCAR) - an assumption that the probability of
missing data for variable Y does not depend on the values of other characteristics and does
not depend on the value of Y itself;

- Missing not at random (MNAR) - an assumption that the probability of missing
data for variable Y depends on the values of other characteristics, as well as on the values of
Y itself;

Imputation methods typically require one of these assumptions to be true in order to work.

Analysis of Recent Publications

Generative Adversarial Networks (GANs) have been successfully adapted to address the
challenge of missing data processing. The core concept involves training a generator to impute
missing values while a discriminator learns to distinguish between artificially generated imputations
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and actual observations. GAIN framework proposed by Yoon, Jordon, and van der Schaar (2018) [2]
is an important contribution in this direction. The authors introduced a "hint" mechanism where the
discriminator receives partial information about the missingness mask. This focuses the discriminator
on specific data regions and guides the generator to reproduce the underlying data distribution rather
than exploit trivial signals about which values were missing. Experimental results demonstrate that
GAIN outperforms effective classical imputation methods; however, its training process is
complicated due to the necessity of maintaining balance between the generator and discriminator.
Furthermore, the baseline GAIN architecture does not support multiple imputation and has not been
extensively validated under missingness mechanisms other than MCAR.

Subsequent research has proposed various modifications to address the limitations of the
GAIN architecture. Notably, the MisGAN model (Li et al., 2019) [3] utilizes an approach with two
generators where one is used for complete data, while the other for missingness masks which enables
the model to effectively handle complex missingness mechanisms, including MNAR. Another
modification, MI-GAN (Dai et al., 2021), integrates GAN principles with the concept of multiple
imputation, where a conditional generator produces several plausible values for each missing entry.
This facilitates more accurate statistical inferences [4]. While MI-GAN vyielded results comparable to
existing algorithms under MAR conditions, it demonstrated superior performance in statistical
analysis and computational efficiency.

Variational Autoencoders (VAESs) and related latent variable models offer an alternative
probabilistic imputation strategy by modeling the complete data distribution and deriving posterior
distributions for missing values. Since VAE components are trained to maximize likelihood, these
models naturally provide distributions of potential imputations rather than single point estimates. The
general approach involves training the model on complete or near-complete data (with appropriate
modifications), followed by sampling missing values from the conditional distribution using observed
features during imputation. A prominent example is MIWAE (Mattei & Frellsen, ICML 2019) [5],
which demonstrates the capacity of VAE-based frameworks to not only outperform simple methods
but also compete with GAN-based approaches, particularly when quantifying probabilistic
uncertainty is required.

In Handling Incomplete Heterogeneous Data using VAESs, Nazabal et al. (2020) proposed the
Heterogeneous-Incomplete VAE (HI-VAE), which employs distinct probabilistic models for
different feature types (Gaussian for continuous, categorical for discrete) and explicitly accounts for
the missingness mechanism [6]. Results indicate that HI-VVAE provides accurate imputation for mixed
data types and remains effective even in MNAR scenarios by treating missingness as a part of the
generative model.

Leveraging variational autoencoders for multiple data imputation (Roskams-Hieter et al.,
2022) highlights a significant limitation of VAES: in multiple imputation tasks, standard VAESs often
underestimate uncertainty, yielding overly “"confident" imputations [7]. This is particularly evident
with extreme values and broad distributions, where the model tends to converge around the mean. To
address this, B-VAE was proposed, where a hyperparameter B, selected via cross-validation,
intensifies the regularization of deviation from the prior distribution. This modification broadens the
distributions, allowing for a better exploration of plausible imputation variability. It also prevents
false discoveries in subsequent analysis that might appear if imputed values are treated as ground
truth. The study emphasizes that while deep generative models theoretically model uncertainty, in
practice they require careful tuning.

Transformer models have also become a promising tool for tabular data imputation. Their
advantage lies in the ability to model complex dependencies between features through attention
mechanisms and to handle various missingness types by treating missingness indicators as additional
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features. The ReMasker model (Du et al., 2023) extends the BERT masking approach: during
training, both natural missing values and artificially masked values are treated as special tokens, and
the transformer learns to recover the corresponding original data [8]. Once the model learns to predict
these masked elements, it effectively handles real missing values [9]. Empirical evidence suggests
that ReMasker can match or exceed the accuracy of state-of-the-art methods, with imputation quality
reportedly improving as the proportion of missing values increases [8, 9]. This is attributed to multi-
head self-attention, which forms missingness-invariant representations and captures complicated
feature correlations.

A distinct direction of research focuses on modifying transformer architectures specifically
for tabular data. An example is the Not Another Imputation Method (NAIM), a transformer designed
to train directly on incomplete data without prior imputation [10]. NAIM employs two key
mechanisms: feature embeddings that encode both numerical and categorical values (including
explicit representations of missingness) and a modified self-attention algorithm that completely
masks contributions from missing values. Consequently, the model becomes "aware" of the
missingness structure, preventing missing values from influencing other features through attention
weights. Additionally, NAIM utilizes a novel regularization scheme to improve generalization on
incomplete training sets [9].

In summary, the literature review demonstrates the significant potential of generative methods
for missing data imputation. However, each approach possesses inherent limitations, and the selection
of an appropriate method must consider practical factors, including the missingness mechanism,
tuning complexity, and computational costs.

Unsolved Parts of the Problem

While a lot of generative imputation models have been thoroughly explored the concept of
hybrid methods is significantly more rarely addressed. The core idea of hybrid models is to combine
strong sides of both statistical and generative approaches in order to resolve common issues of both
categories. Theoretically, hybrid approaches hold potential to mitigate the training instability and
mode collapse that are often observed in pure deep learning approaches which would make them
easier to train and improve their imputation performance. For the traditional approaches the potential
of hybrid modifications lies in resolving their assumptions and limitations such as the assumption of
Gaussian data for GMM or the “curse of dimensionality” where the model performance degrades as
the number of features increases relatively to the number of observations.

Purpose and objectives of the Study

The goal of this work is to propose and evaluate the performance of a hybrid method relatively
to straightforward generative imputation approaches and classical approaches in the context of
preprocessing data in a forecasting task. The selected dataset is a numerical dataset of air quality
parameters (Beijing PRSA), containing 35,952 observations and covering the period from January 1,
2010, to December 31, 2014. Artificial missingness was introduced in the two continuous variables
at 10%, 30% and 50% missingness rates for every mechanism which yielded a grid of 3x3 datasets.

Presentation of the Main Research Material

The proposed hybrid imputation approach is built around the idea to combine VAE model
with MICE. The implementation consists of two steps: VAE is trained in order to extract latent
features that are used as augmentation for existing dataset before MICE imputation is applied.
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Fig. 1. Flowchart of hybrid approach

In the first phase the initial step addresses the VAE requirement to have a complete input
matrix. For this a simple mean imputation is used on the dataset X to create a “warm-start” dataset
X,s. This matrix is used as the training dataset for VAE. The model is optimized using the Adam
algorithm by minimizing a composite objective function comprising a reconstruction loss and a
regularization term. Specifically, Mean Squared Error (MSE) quantifies the reconstruction fidelity,
while the Kullback-Leibler (KL) divergence penalizes deviations between the encoder’s learned
distribution and a standard normal prior. Following the training phase, the encoder operates
deterministically. The pre-imputed matrix X,, ¢ is mapped through the encoder to extract the latent
mean vectors u, which are aggregated to construct the latent feature matrix L.

In the second phase, the original incomplete dataset, X, is augmented via the concatenation of
the VAE-generated latent features L. This creates an augmented matrix Xg,, 4.1t is important that the
latent features are fully observed and thus provide a holistic representation of the underlying data
manifold. MICE is then applied to this augmented matrix. MICE models each variable with missing
entries as a dependent variable that is conditioned on the remaining original and latent features. In
this implementation a Random Forest Regressor was used as the predictive estimator. The algorithm
iteratively cycles through columns until a convergence criterion is reached. As the final step the latent
features are discarded and the result is the imputed dataset X;,pyteq-

The hybrid method, 2 traditional methods and 3 generative approaches were used on each
dataset with artificial missingness to create imputed datasets which were the training sets for 4
predictive models: linear regression, XGBoost, Random Forest and LightGBM. The figures below
present the value of RMSE for the 4 predictive models trained on the imputed dataset of each type.
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Fig 2. RMSE by imputation method and model for MAR and MCAR datasets

For MAR scenario VAE-MICE showed comparable performance to classical methods,
however MICE was still the top performing method followed by GMM and VAE-MICE. At the same
time, all three generative models lagged behind considerably. For MCAR the performance of methods
was generally comparable at 10% and 30% missingness with more noticeable differences at 50%
where the best-performing model was achieved with VAE-MICE method that outperformed both
classical methods.
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RMSE by Imputation Method and Model — MNAR
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Fig 3. RMSE by imputation method and model for MNAR datasets

In MNAR scenario MICE was again the top performer achieving the best LightGBM model.
Among generative methods VAE model displayed a notable instability having a significant
performance drop on 50% missingness. Oppositely, VAE-MICE was proven to be more effective by
being able to avoid this performance collapse and yielding a LightGBM model that is comparable
with GMM and GAIN results.

Furthermore, two trends were consistently observed across all missingness mechanisms:

. Positive correlation with missingness rates: Predictive performance
demonstrated a monotonic improvement as the proportion of missing data increased. This
diverges from the conventional wisdom that higher rates of missingness inherently complicate
the imputation task. A possible explanation is that imputation. regardless of the specific
algorithm, adds a smoothing or regularizing effect which simplifies the feature space for
predictive models.

. Positive correlation with mechanism difficulty: The highest predictive
accuracy was achieved using data imputed under the MNAR condition, followed by MAR,
with MCAR vyielding the comparatively lowest (albeit still robust) performance. This
challenges the common assumption that MCAR is the "easiest" condition to handle. However,
it is possible that this trend would not be observed in a different MNAR implementation.

CONCLUSIONS.

In this study we investigated the performance of several generative approaches to missing data
imputation problem in comparison with classical methods and proposed a hybrid approach. The
methods were evaluated on a pollution prediction task.

In the evaluation across all missingness mechanisms, classical methods consistently exhibited
strong and reliable performance with MICE being the most powerful method. While the studied
generative models generally yielded suboptimal performance, the proposed hybrid approach
demonstrated a notable improvement, bridging the gap between two categories.

The hybrid model achieved predictive accuracy comparable to classical benchmarks in the
majority of experimental scenarios and outperformed all competing methods under the 50% MCAR
condition. The difference in VAE performance between the basic version and its use as part of a
hybrid method suggests that VAE's primary strength in imputation tasks may lie in its capability as a

76



feature extractor rather than as a standalone imputer. Overall, these findings underscore the significant
potential of hybrid approaches in missing data imputation research.
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NEURAL NETWORK VERIFICATION IN CLOSED-LOOP SYSTEMS USING
INTERVAL ARITHMETIC.

Abstract. Machine learning methods are increasingly used to develop high-performance controllers
for cyber-physical systems (CPS), yet their deployment in safety-critical environments raises concerns
regarding trustworthiness and verifiability. This work presents a hybrid approach that combines interval
arithmetic with theorem-proving techniques to verify neural network—based controllers embedded in closed-
loop systems. Interval arithmetic is used to compute guaranteed bounds on neural network outputs for bounded
input ranges, while formal verification in higher-order logic provides provable guarantees on system-level
safety properties. The approach is applied to an autonomous-driving use case in which a model-predictive
controller (MPC) for adaptive cruise control is replaced by a neural network surrogate trained on MPC-
generated data. Automatic generation of PVS theories from PyTorch models is introduced, enabling scalable

77


https://pmc.ncbi.nlm.nih.gov/articles/PMC8841955/
https://proceedings.mlr.press/v97/mattei19a.html?ref=https://githubhelp.com
https://doi.org/10.1016/j.patcog.2020.107501
https://doi.org/10.1007/978-3-031-43412-9_29
https://api.semanticscholar.org/CorpusID:262465392
https://unece.org/sites/default/files/2025-05/GenAI2025_S2_Italy_Cafieri_D.pdf
https://unece.org/sites/default/files/2025-05/GenAI2025_S2_Italy_Cafieri_D.pdf
https://www.researchgate.net/publication/382301965_Not_Another_Imputation_Method_A_Transformer-based_Model_for_Missing_Values_in_Tabular_Datasets
https://www.researchgate.net/publication/382301965_Not_Another_Imputation_Method_A_Transformer-based_Model_for_Missing_Values_in_Tabular_Datasets

and systematic formalization of neural networks with moderate size. Experimental results show that open-loop
interval-based verification achieves faster verification times than existing SMT- and abstraction-based tools,
while maintaining soundness. The combined method successfully formalizes and verifies safety constraints in
the closed-loop setting, demonstrating the feasibility of rigorous verification for neural network controllers in
practical CPS applications.

Keywords: neural network verification; interval arithmetic; cyber-physical systems; theorem proving;
adaptive cruise control; formal methods; safety-critical systems.

Anomauia. Memoou mawunno2o HaguyauHa Oedauni yacmiuie BUKOPUCMOBYIOMbCS OJisl CMGOPEHHS.
BUCOKONPOOYKMUBHUX KOHmpoTepis y kibeppizuunux cucmemax (CPS), npome ix inmeepayis y kpumuuno
BAJCIUBE 3ACMOCYBAHHA CYNPOBOONCYEMbCA NUMAHHAMU 008ipu ma @opmanvHoi eepugirayii. ¥ pobomi
3aNPONOHOBAHO 2iOPUOHUL NIOXIO, WO NOEOHYE THMEPBATLHY APUDPMEMUKY MA MemOoOU 008e0eHHs Meopem
0J15 NepesipKu HelpoMepelCHUX KOHMPOepie, 60Y008aHUX Y KOHMYPU 360POMHO20 38 A3KY. [nmepseanvha
apugmemura GUKOPUCMO8YEMbCsL 05l OOUUCTEHHSL 2APAHMOBAHUX MEMNC GUXIOHUX 3HAYEHb HEUPOHHOT Mepedici
npu 0OMednceHuUx OianazoHax 6XIOHUX CUSHALI8, MOOI K (opMatbHa sepuikayis y 102iyi suuux nopsoKie
3abe3neyye 008e0eH sl cCucCmemMHux eracmueocmeti besnexu. 11i0xio 3acmocosano 00 Kelicy A8mMOHOMHOZ0
Kepysanus, oOe mooenvro-npeduxkmusHuii koumponep (MPC) adanmuenozo Kpyi3-KoHmpomo 3amineHo
HeliponHoIo Mepediceto, Hasyerolo Ha suxodax MPC. IIpeocmasneno incmpymenm agmomamuunoi eenepayii
meopiit PVS na ocnosi moodeneii PYyTorch, wo pobumes moscnusum macuimabosane popmanivhe OnUCAnHsA
Hetipomepedc cepedHbo2o posmipy. Pezynbmamu noxkasyoms, wo iHmMepeaibHo-0PIEHMOBARa sepuikayis y
8IOKpUMoOMy KOHmYpi npayroe weuoute, Hiswe cyyacti SMT- i abcmpakyitini memoou, 36epicaroyu cmpo2icme.
Kombinosanuii nioxio ycniwno ¢opmanizye ma nepesipse eumocu 0Oe3neku y 3AMKHEHOMY KOHMYpI,
O0EMOHCMPYIOUU MONCTUBICINL 3ACTNOCYBAHHS (POPMATLHUX MEeMO0i8 05l HeUpOMEPENHCHUX KOHMPOaepis y
peanvuux CPS.

Knrouoei cnoea: sepugirxayis HeUpoHHUX Mepedc;, IHMepPsaivbHa apupmemuxa; Kidep@izuuni
cucmemu, 008e0eHHs meopem,; a0anmueHull Kpyiz-KoHmpoav, hopmanvii memoou, besnexa.

1. Introduction

Artificial neural networks are progressively utilized as regulation elements in CPS,
particularly within autonomous navigation, industrial process control, and healthcare applications.
Although such architectures deliver superior efficiency and capability to approximate complex
behavioral patterns, the challenge of their dependability under critical operational conditions remains
unresolved. Direct training approaches do not ensure adherence to protection constraints, and
conventional validation techniques frequently fail to scale for production-grade networks. Within this
framework, a combined approach is proposed that integrates range-based mathematics for computing
output boundaries of neural networks and formal validation for examining feedback-loop behavior.

2. Survey of Contemporary Approaches

Primary directions in neural network validation encompass:

. SMT-driven instruments capable of handling ReLU-based architectures

. Hybrid automaton frameworks for more complex activation functions
(sigmoid, tanh)

. Simulation-oriented techniques such as Monte-Carlo sampling

. Sensitivity examination and regional validation procedures

Despite these advances, existing solutions encounter difficulties with scalability and absence
of rigorous assurances. Consequently, combining diverse formal approaches represents a promising
direction.

3. Formal Architecture and Range-Based Mathematics

This research employs PVS for representing neural networks within higher-order reasoning
frameworks. Feed-forward architectures are characterized as sequences of matrix operations with
schematically specified activations. Range-based input representations enable derivation of assured
output boundaries for individual layers. Range computations are executed through a specialized
IntervalTensor class, incorporated into PyTorch without modifying the original framework.

4. Automated Formalization Construction

The proposed Python instrument automatically converts networks from PyTorch into
corresponding PVS formalizations. This enables:

78



. Elimination of manual specification for large-scale architectures
. Reduction of formalization errors
. Validation capability for networks containing approximately 60-70 processing
units
To minimize over-approximation, linear activations are recommended, though the technique
functions with nonlinear variants as well.
5. Application to Intelligent Speed Regulation
A scenario is examined where MPC is substituted with an artificial neural network accepting
three parameters: relative velocity, separation distance, and ego-vehicle speed, producing
acceleration commands. The network was trained using MSE-based optimization, achieving
MSE=0.034.
Through range-based mathematics, it was confirmed that network outputs consistently remain
within protection boundaries for all permissible inputs, including scenarios involving hazardous
proximity to leading vehicles.

6. Findings

. Range-oriented validation executes faster than SMT-based techniques (reduced
computational overhead)

. Integration of range-based methods and formal proofs delivers rigorous
assurances for feedback-control configurations

. Automated formalization construction enables examination of production

systems rather than merely simplified examples

7. Conclusions

The proposed methodology demonstrates effectiveness in combining range-based
mathematics and formal validation when examining artificial neural networks in feedback-control
architectures. The technique is scalable, integrated with PyTorch, and suitable for validating
production-grade CPS regulators. Future developments include optimization of range-based
computations, GPU acceleration, and modeling of more sophisticated vehicular dynamics.

UDC 004.8:519.876:681.3

Sandnes A.T., Grimstad B., Kolbjernsen O. (Norwegian University of Science and Technology,
Trondheim, Norway).

MULTI-TASK LEARNING WITH LEARNED CONTEXTUAL INPUTS.

Abstract. This paper investigates a multi-task learning architecture based on learned contextual
inputs, where a fully shared neural network is augmented with low-dimensional, trainable task-specific
parameter vectors. These vectors act as contextual inputs to the network, enabling efficient task adaptation
without modifying shared weights. The study presents theoretical results showing that even a single scalar task
parameter allows universal approximation across all tasks—providing an expressiveness advantage over
conventional architectures. Empirical evaluations across ten datasets demonstrate that the dimensionality of
task parameters correlates with task complexity, yet compact low-dimensional task spaces are practical for
most applications. Learned contexts yield stable and well-structured task parameter spaces, supporting
workflows such as updating models with new data, integrating unseen tasks, and adapting to time-varying
conditions while keeping shared parameters fixed. Experiments comparing learned-context networks with
context-sensitive and last-layer networks show competitive performance, especially on limited datasets where
learned-context models exhibit superior robustness. The architecture is particularly suitable for engineering
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systems with multiple structurally similar tasks and sparse data, enabling efficient model maintenance,
reduced retraining requirements, and resilient task adaptation.

Keywords: learned-context neural networks; multi-task learning; universal approximation; task-
specific parameters; model updating; data efficiency; contextual inputs.

Anomauia. Y cmammi 00cuiodxceHo apximekmypy Mynbmu3a0ayHo20 HA8YAHHA, Wo 6a3yemvcs Ha
KOHMEKCMYAIbHUX BXIOHUX napamempax, siKi Hagyaromvcs. Boma noeomye noemicmio CHilbHY HeUpoHHY
Mepedicy 3 HULKOSUMIDHUMU 6EKMOPAMU NApamempié 3aoaui, SKi GUKOHYIOMb pPOlb  000aAMKOBUX
KOHMEKCMYANbHUX 6X00i8 i 00360JA10Mb eheKMUSHO adanmy8amucs 00 KOHKpemHUX 3a0ai 0e3 3MiHU
cninbHux eae. Teopemuuno noKa3aHo, wo HABIMb 0OUH CKATAPHUL napamemp 3a0aui 3a6e3neuye yHigepcaibhy
anpoxcumayiio 015 8Cb020 HAOOPY 3a0ay — nepeeaza, AKOI MpaOUYiliHi apXimeKmypu He 2apaHmyioms.
Excnepumenmanvhi pesyiomamu na decsimu Habopax OaHux niomeepoiICyioms, Wo POIMIPHICMb Napamempie
3a0a4i KOpeioe 3i CKIAOHICIIO 3a0ay, NPome HU3bKOSUMIPHUL NPOCMIP NApamempis 3a38utali € O0CMAmHIM.
Ompumani kKoumexcmu QopmyOms CMpPYKMypo8anuti NPOCmip napamempie, o pooums MOICIUSUMU MAK]
onepayii, Ik OHOBNICHHS MOOeell 34 HAOX00NCEHHIM HOBUX OAHUX, IHMe2payis Hegi0oMux paniue 3a0ay ma
adanmayis 00 Yacosux 3Min Oe3 NOSMOPHO2O HAGUAHHS CHinbHOI Mepedxci. [lopigHsanHs 3 KOHMEKCMHO-
yymausumu ma last-layer-wepescamu 3ac6i0uuno KOHKYpeHmMHy RpOOYKMUGHICMb RIOX00y, 0cobau6o 3a
obmedcenux oauux, Oe learned-context mepeoici eusignsiomv nidsuujeny cmilkicmo. Apximexkmypa €
NPUOAMHOIO OIS ITHHCEHEPHUX CUCTEM I3 MHONCUHOKO CXONCUX 3a0aH i OPAKom Oanux, 3a0e3neyyroyu eKOHOMII
pecypcie i cHyuKe npucmocy8anHsi.

Knwuoei cnosa: rowmexcmyanvui napamempu; MyIbmMu3aoayHe HAGUAHHI,  YHIBEPCATbHA
anpoxcumayis, napamempu 3a0ayi, OHOGIEHHs Mooenel; eheKmUusHicms 3a OaHUMU.

1. Introduction
Addressing multi-objective training challenges in industrial and technical deployments
frequently encounters constraints from scarce data per objective and continuous model updating
requirements. Examples encompass turbines in wind farms, biomass operations, aquaculture systems,
and similar environments with structurally comparable yet data-constrained objectives. Conventional
approaches either demand separate models or encounter adaptability challenges. Acquired-context
architectures offer a balance between flexibility and stability by incorporating compact task
parameters into shared architectures.
2. Architecture of Acquired-Context Neural Networks
2.1. Overall Structure
The framework comprises:
. A shared fully-connected neural architecture
. A collection of task parameters supplied as supplementary inputs
These parameters undergo training alongside shared weights using available data; however,
during deployment, objective modification requires updating only task parameters rather than the
complete architecture.
2.2. Context as Latent Task Representation
Task parameters establish a latent representation reflecting continuous task characteristics
rather than simple identification. This enables:

. Transferring shared models to novel objectives
. Avoiding complete architecture retraining
. Maintaining structure and stability

3. Theoretical Characteristics
3.1. Universal Function Approximation
It has been proven that scaled training with a scalar task parameter already generates sufficient
expressiveness for approximating multiple objectives. This contrasts with numerous classical
frameworks requiring substantially greater resources or separate models for comparable universality.
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3.2. Task Parameter Initialization
Scalar parameters are recommended for zero initialization, which:

. Prevents task-encoding local minima
. Promotes clustering of analogous objectives
. Ensures uniform parameter space behavior

4. Experimental Investigations
4.1. Comparison with Alternative Architectures
The architecture was evaluated on ten benchmarks—synthetic and real-world (educational
records, medical indicators, etc.). Comparisons included:
. Context-aware networks
. Final-layer frameworks
Acquired-context architectures demonstrated competitive or superior accuracy.
4.2. Constrained Data Scenarios
Even with substantial data reduction (to 10% of complete samples), acquired-context
architectures degraded considerably slower. This makes the framework effective for objectives with
limited measurements.
4.3. Selection of Task Parameter Dimensionality
Increasing dimensionality generally improves accuracy, though benefits diminish beyond
certain thresholds. Balancing dimensionality is recommended based on:
. Objective complexity
. Generalization requirements
. Available data quantity
5. Operational Considerations
The acquired-context framework facilitates deployment through:

. Model refreshing upon receiving novel data
. Incorporating new objectives without reconstructing shared weights
. Effective training with partially accessible models (e.g., when shared

parameters are unavailable for modification)

6. Conclusions

The acquired-context neural network framework represents a promising solution for multi-
objective systems operating with analogous objectives and constrained data. It provides:

. Universal function approximation

. Resistance to data reduction

. Structured task parameter representations

. Minimal computational overhead

. Flexible and scalable model updating
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UDC 681.3:519.876:681.3
Sobolewski L. (University of Zielona Gora, Zielona Gora, Poland).

QUALITY EVALUATION OF POLISH TIMESCALE FORECASTING USING GMDH
NEURAL NETWORK.

Abstract. This paper evaluates the effectiveness of a forecasting system for the Polish national
timescale UTC(PL), based on a Group Method of Data Handling (GMDH) neural network and implemented
on a VCH-1003M hydrogen maser. Two dedicated time series, TS1 and TS2, were constructed to support
accurate forecasting, incorporating phase time differences between UTC(K) and the reference clock, as well
as UTC-UTC(k) and UTCr—UTC(k) data derived from BIPM Circular-T. Hermite interpolation was applied
to extend these datasets to daily resolution. Forecasting results for both TS1 and TS2 show excellent agreement
with official BIPM values, with discrepancies frequently remaining within +10 ns and in some periods below
+6 ns. Cases 5 and 6 demonstrate the highest forecast quality, confirming the suitability of GMDH for real-
time UTC(PL) steering. The findings show that UTC(PL) maintains an accuracy level comparable to leading
global timescales, including those supported by hydrogen masers and caesium fountains. The study also
highlights the importance of input data preparation and the self-organizing capabilities of GMDH networks.
The approach is particularly beneficial for National Metrology Institutes lacking caesium fountain technology,
offering a cost-efficient and high-accuracy alternative.

Keywords: UTC(PL); GMDH neural network; hydrogen maser; timescale forecasting; time series;
UTC(k); BIPM; metrology.

Anomauia. Y cmammi oyinioemvca eghexmusHicmo cucmemu npocHO3Y8aHHS O NOJIbCLKOL
nayionanvrol wxanu yacy UTC(PL), wo b6azyemvcs Ha nelponniti mepexci muny GMDH i peanizyemvcsi Ha
600Hesomy mazepi VCH-1003M. [{nsi mouno2o npocHo3ye8anHs chopmMosano 068a CReYidalbHi Yacosi psiou —
TS1 ma TS2 — axi micmamo pazoei piznuyi misxc cuenaramu UTC(k) ma onopro2o amomuoco 200uHHUKA, a
maxoxc 0ani UTC—UTC(k) i UTCr—UTC(k), ompumani 3 6ronemenss Circular-T BIPM. /s ompumanms
WOOEHHUX 3HAYeHb 3acmocosano inmepnonayito Epmima. Pe3ynemamu npozro3yeanus 01i 000X 4acoeux
PpAdi8 OeMOHCMPYIOMb BIOMIHHY 6i0no0gioHicmy ogiyitinum oanum BIPM, npuuomy noxubxu wacmo we
nepesuwyioms £10 He, a nodexyou — +6 uc. Hatikpawy sikicme npoero3ie niomeepodiceHo 05 6unaokie 5 ma
6, wo 3aceiouye npuoammnicmb GMDH 0o peanvnozo peeymosanns UTC(PL). Jocnioscenns nokasye, wo
UTC(PL) docsieae pisns mounocmi npogioHux céimosux wikai 4acy, 8KIOYHO 3 MUMU, WO 6UKOPUCTOBYIONb
600Hegl Masepu ma yesicei ponmanu. OKpemo nioOKpecieHo adciusicmy AKiCHOI Ni020MOoBKU 6XIOHUX OaHUX
i camoopeanizysanvrux enacmusocmeti mepesc GMDH. [1ioxio € ocobiueo xopuchum 0na HaAYiOHATLHUX
MeMPONOSTUHUX THCMUMYMIB, AKI He MArmb Ye3iesux hOHMAanis, NPONOHYIOUU UCOKOMOYHE MA eKOHOMIYHO
ehexmueHe piuieHHs.

Knrouosi cnosa: UTC(PL); netiponna mepesca GMDH, so0nesuil mazep, npono3yeants wkau 4acy;
yacosi psou; UTC(K); BIPM,; memponoeis.

Introduction.

The article discusses the effectiveness of a forecasting system for the Polish Timescale
(UTC(PL)), using the Group Method of Data Handling (GMDH) neural network and hydrogen maser
(HM) technology. The research aims to show that applying this forecasting system to UTC(PL) can
achieve timescale quality comparable to the best timescales worldwide. Forecasting results are
presented for two time series, TS1 and TS2, and compared to UTC - UTC(k) values. The results
demonstrate excellent forecasting quality, with cases 5 and 6 achieving very good results, as
confirmed by forecast quality measures. The research concludes that the developed system ensures
UTC(PL) accuracy on par with the top global timescales, supporting its adoption by National
Metrology Institutes (NMIs) lacking caesium fountains.
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The research presented in the article focuses on the effectiveness of a forecasting system for
the Polish Timescale (UTC(PL)), which is based on a GMDH (Group Method of Data Handling)
neural network. This system, designed for the Polish national timescale, is implemented with a
hydrogen maser (HM). The primary goal of the study is to demonstrate that the use of this forecasting
system can ensure that the quality of the Polish Timescale is comparable to that of the best global
timescales.

The forecasting system operates on two specially prepared time series, TS1 and TS2. These
series, along with the forecasted values for the Polish Timescale, are compared with the UTC -
UTC(K) values for this scale. The analysis confirms the high quality of the forecasts, particularly for
cases 5 and 6, where the system showed a high degree of accuracy. This is evident from the forecast
quality metrics and the minimal discrepancies observed between the predicted and actual values.
These findings suggest that the developed forecasting system allows for the accurate control and
correction of the UTC(PL) national timescale, placing it among the best-performing timescales
globally.

The research is particularly significant for National Metrology Institutes (NMIs) that lack
caesium fountains, as it shows that adopting the UTC(K) steering system based on this neural network
approach could allow them to achieve similar high-quality results at a lower cost.

Factors Influencing Forecasting Quality.

The second key factor influencing the forecasting quality is the quality of the prepared input
data. This aspect is heavily impacted by the method of data preparation as well as the quality of the
clock that realizes the UTC(K) timescale and its corresponding steering system. The author conducted
extensive research focused on improving the data preparation process, exploring various methods to
enhance the forecasting quality. These studies were presented in several works [1-12], and the
findings indicate that further improvements in data handling can lead to even better results.

In the specific context of UTC(PL) forecasting, the method proposed by the author for
generating UTC(K) scale forecasts using a GMDH neural network has been successfully applied. This
approach uses data from hydrogen masers and commercial caesium atomic clocks to implement the
UTC(PL) timescale, aiming to achieve forecast accuracy comparable to the highest-performing
timescales. Notably, the forecasting system has been successfully integrated into the Polish Timescale
UTC(PL), confirming its potential for widespread application in national metrology institutes
(NMIs). This approach allows for continuous improvement and refinement of the timescale
forecasting process, making it more efficient and reliable in real-time operations.

Implementation and Testing.

The research conducted on the Polish Timescale (UTC(PL)) forecasting using the GMDH
neural network (NN) has led to the development of a forecasting system for UTC(K) timescales, as
described in the works of Sobolewski and others (2017). This system has been tested using the Polish
Timescale, which is based on a VCH-1003M hydrogen maser, selected for its precision and stability
among several available clocks at the GUM (Central Office of Measures). The goal of this work is to
demonstrate that the forecasting system enables the UTC(PL) timescale to achieve a level of accuracy
comparable to some of the best timescales, such as those implemented with hydrogen masers
supplemented by caesium fountains.

The research focuses on two prepared time series, TS1 and TS2, for use with the GMDH NN,
and compares the forecasted values against the BIPM-designated UTC values (xb(t)). The forecasting
results for both time series showed a high level of accuracy, with discrepancies consistently within
+10 ns, and for some periods, even below £6 ns. This indicates that the Polish Timescale is very close
in quality to the best global timescales.
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The article also elaborates on the two main factors that influence forecasting quality: the
choice of neural network and the quality of the input data. A key component of the GMDH NN's
success is its self-organizing nature, which allows it to adapt efficiently to new data and produce
reliable forecasts in real-time, as seen in the ongoing UTC(PL) steering process. This method has
been successfully applied in Poland, allowing for continuous updates to the national timescale,
positioning it among the highest-performing timescales globally.

Comparison with Different Clock Technologies.

When developing the forecasting algorithm for UTC(k) using a GMDH neural network, the
Polish Timescale was implemented with a commercial caesium atomic clock, achieving a stability of
approximately 107(-14). The author highlighted that leading NMI laboratories typically use hydrogen
masers, often supplemented by caesium fountains, to implement UTC(K). Hydrogen masers offer
superior short-term stability at the 10°(-15) level compared to caesium clocks, which are better for
long-term stability.

The research showed that the GMDH-based forecasting system is versatile, achieving high-
quality predictions for both caesium and hydrogen maser-based timescales. This system has been
integrated into the Polish Timescale UTC(PL), which has demonstrated exceptional accuracy,
particularly since its application in 2016 at the GUM (Central Office of Measures) to control
UTC(PL). The improvements were substantial, contributing to a timescale that is now ranked among
the best globally.

Research Objectives and Methodology.

The article aims to assess the effectiveness of the forecasting system applied to the Polish
Timescale (UTC(PL)), based on a method proposed by the author using a GMDH neural network.
This system is implemented on the VCH-1003M hydrogen maser, selected from several available
clocks at the GUM (Central Office of Measures) in Poland. The research demonstrates that the
developed forecasting system can achieve a level of precision for UTC(PL) comparable to the best
global timescales, including those based on hydrogen masers and caesium fountains. The article
emphasizes that the use of this system ensures high-quality timescale accuracy for UTC(PL),
positioning it as one of the top-performing timescales worldwide.

Time Series Construction.

The article describes the construction of the TS1 and TS2 time series, which are essential for
the forecasting system based on the Group Method of Data Handling (GMDH) neural network. These
time series were developed to improve the accuracy of UTC(PL) forecasting. The time series include
phase time values (xa(t)) between the national time scale UTC(k) and the atomic clock, UTC -
UTC(k) values (xb(t)), and additional values (xbr(t)) representing the UTCr - UTC(K).

The research conducted from December 2020 to August 2023 focused on forecasting the
Polish Timescale (UTC(PL)), which is based on the VCH-1003M hydrogen maser. The forecasting
used the prepared TS1 and TS2 time series and compared the predicted results with actual data
published by BIPM.

The study demonstrated that both time series provided highly accurate forecasts, with
discrepancies between the forecasted values (xbp(t)) and the BIPM data (xb(t)) being minimal, often
within a few nanoseconds. This indicates that the Polish Timescale has remained consistently
accurate, aligning closely with the best global timescales.

Data Preparation for GMDH Neural Network.
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An essential part of the developed forecasting system based on the proposed procedure is the
block dedicated to preparing input data for the GMDH neural network (NN) in the form of time series.
The quality of the forecasts heavily depends on how this data is prepared. For the UTC(k) forecasting
research, two time series, TS1 and TS2, were developed, containing data with a one-day interval.

The TS1 time series consists of three data groups: phase time values (xa(t)) between 1 pulse-
per-second signals from the national UTC(K) timescale (UTCK(t)) and the atomic clock (clockk(t)),
xb(t) values representing the difference UTC - UTC(K), and xbr(t) values representing the difference
between UTCr and UTC(k). These relationships are defined as:

xa(t) = UTCK(t) - clockk(t)

xb(t) = UTC(t) - UTCK(t)

xbr(t) = UTCr(t) - UTCK(t)

The xb(t) values are the data published by the BIPM in their "Circular T" bulletin. Since these
data are published for Modified Julian Dates (MJD) ending in 4 and 9, they are interpolated using the
Hermite polynomial (PCHIP function in MATLAB) to generate daily values. This interpolation helps
extend the number of historical data points, ensuring the GMDH NN has enough training data, as
insufficient data can hinder the training process.

The preparation method for TS2 is similar to TS1, but the data is split differently: the first
group consists solely of xb(t) values, while the second group consists only of xbr(t) values.

Forecasting Process

The forecasting process involves predicting xb(t) values. Using TS1, the output from the
GMDH NN for a forecast day (tp) is denoted as x1p(tp). By comparing this with the measured xa(tp)
for UTC(k) on that day, the forecast difference (xbp(tp)) is calculated as:

xbp(tp) = x1p(tp) - xa(tp)

For TS2, the forecasting approach is similar, and the results can also be used to correct UTC(K)
values.

CONCLUSIONS.

The research demonstrates that the forecasting system based on the GMDH neural network
provides highly accurate predictions for the Polish Timescale (UTC(PL)), enabling it to achieve a
level of precision comparable to the best global timescales. The system's use of hydrogen masers,
along with well-prepared input data and the application of advanced forecasting techniques, ensures
that the accuracy of UTC(PL) remains within a narrow range, often within +£10 nanoseconds.

The developed system has proven to be effective in real-time forecasting and steering of
UTC(PL), which has significantly enhanced its performance. The approach has shown to be
adaptable, with minimal discrepancies between forecasted and actual data, making it a reliable tool
for maintaining precise timekeeping.

The research results indicate that the GMDH neural network is an optimal choice for
forecasting UTC(k) timescales, especially for national metrology institutes (NMIs) that do not have
access to high-cost equipment like caesium fountains. By using this system, such institutions can
achieve high-quality time scale predictions at a significantly lower cost.

Furthermore, the application of this forecasting system has contributed to the Polish Timescale
being classified among the top-performing timescales, demonstrating the practical benefits of
artificial intelligence in metrology. The continued use of this system ensures the ongoing precision
and reliability of UTC(PL), positioning it as a leading example of modern timekeeping technology.
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VJIK 004.8

KoBaabuyk [. M. (Xapkiscokuii nayionanvnuii ynisepcumem imeni B. H. Kapaszina, Xapkis,
Ykpaina).

BUKOPUCTAHHS HEMPOHHUX MEPEX JJISI IJTAHYBAHHSI CHOKUBAHHS
EJEKTPUYHOI EHEPIII.

Anomauia. Y cmammi po3ensidaemsvcs 3ACMOCYBAHHS HEUPOHHUX Mepedc O NPOSHO3Y8AHHS U
NIAHYBAHHA CHOJNCUBAHHA ENeKMPUYHOI eHepeli 6 cyuacHux enepzemuynux cucmemax. Iloxazano, wo
Mpaouyiini cmMamucmudni Memoou He 3a0e3neyyroms HANeHCHOI MOYHOCMI 6 YMO08AX BUCOKOL
CMOXACMUYHOCIT HABAHMAMCEHHS, 30IIbUEHH Y4ACMKU GIOHOGNIOBAHUX Odcepen eHepeii ma 3MiHHO20
mapugnoco pecymosanns. Hetiponni mepeorci, 3oxkpema MLP, LSTM, GRU ma zibpuoni apximexmypu,
eheKmueHo MOOen0I0Mb HENIHITHI 3ANEeHCHOCI, 8PAX08YIOMb KOPOMKOCMPOKOS] Ma CE30HHI KOAUGAHHS |
30amui ghopmysamu mouHi NPOZHO3U K HA KOPOMKOCMPOKOGIll, max i Ha 00820CMPOKOEIll NepCneKmuei.
Onucano 3acmocysanusi mMemooie MNIOKPINAEHO020 HABYaHHA ONd  onmumisayii pedcumie pobomu
eHepeemuyno20 O00IAOHAHHS, VNPAGHIHHA AKYMYIAYIUHUMU —cucmemMamu ma MIHIMizayii eumpam Y
cepedosuyax 3 OUHAMIMHUM YIHOYMBOpeHHAM. Posenanymo inmezpayito mooenell enubOK020 HABUAHHSA )
Smart Grid, sxrouaiouu yugposi Ositinuxu enepeocucmem, wo niOBUWYE eBEeKMUEHICIb NIAHYEAHHI MA
cmitikicms enepeemuynol ingpacmpyxmypu. Busnaueno ocnosni mpyonowi 3acmocysanns LLIHM y 3a0auax
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EHepeemuyHO20 NPOSHO3Y8AHHS, N0 S3AHI 3 AKICMIO OAHUX, V3A2AdNbHEHHAM MoOenel, PUSUKOM NePeHAGUaHHS
ma Kibepzazpozamu. 3pobieHo BUCHOBOK, WO BNPOBAONCEHHS HEUPOHHUX MEPeHC € KNI0UOBUM THCIPYMEHIMOM
niosUWeHHs eqheKMUBHOCMI, HAOIIHOCIMI MA SHYYKOCMI eHepeemMUYHUX CUCIeM MAatlOymMHbO2O0.

Knwowuogi cnosa: neliponni mepesici, npocHO3y8aHHs HABAHMAICEHHS, eHepeemuyni cucmemu, Smart
Grid, yugposi ositinuxu, niokpiniene HaguanHs.

Abstract. The article examines the use of neural networks for forecasting and planning electricity
consumption in modern power systems. It is shown that traditional statistical methods do not provide adequate
accuracy in conditions of high load stochasticity, increasing penetration of renewable energy sources, and
dynamic electricity pricing. Neural networks, including MLP, LSTM, GRU, and hybrid architectures,
effectively model nonlinear dependencies, account for short-term and seasonal fluctuations, and provide
accurate forecasts for both short-term and long-term horizons. The application of reinforcement learning for
optimizing the operation of power equipment, managing energy storage systems, and reducing operational
costs in dynamic pricing environments is discussed. The paper highlights the integration of deep learning
models into Smart Grid infrastructures, including energy system digital twins, which enhances planning
efficiency and system resilience. Key challenges of neural network deployment in energy forecasting are
identified, including data quality, model generalization, overfitting risks, and cybersecurity concerns. It is
concluded that neural networks represent a fundamental technology for enhancing the efficiency, reliability,
and flexibility of future energy systems.

Keywords: neural networks, load forecasting, power systems, Smart Grid, digital twins, reinforcement
learning.

VY Ccy4acHHMX EHEpPreTHYHUX CHCTEMax 3pPOCTaHHS YAaCTKU BiJHOBIIOBAHHX JDKEPET,
KOJIMBaHHS HaBaHTa)XXCHHs Ta MoTpeda B MiABHUINEHHI eHeproe(eKTUBHOCTI CTBOPIOIOTH MOTPEdy B
IHTENEKTyalbHUX METOAAX MPOTHO3YBAaHHS Ta IUIAHYBAHHS CIIOKMBAaHHS EJIEKTPUYHOI EHeprii.
TpanumiiiHi CTaTUCTUYHI TMIIXOJM, TaKi SK METOJIHM KOB3HOT'O CEPEeIHBOrO ab0 aBTOpErpeciiiHi
MOJIeNi, JEMOHCTPYIOTh OOMEXKEHICTh y pa3l BHCOKOI CTOXAaCTUYHOCTI JTaHUX, XapaKTEPHOI s
Cy4JacHUX Mepex. Y LbOMY KOHTEKCTI HEHPOHHI Mepexi, 3/1aTHI HaBYaTUCS Ha BEJIMKOMY 00cs3i
icTopruHOi iH(OopMaIIii Ta BUSBIIATH HEHIIHI 3aJI€KHOCTI, CTAIOTh KJIFOYOBUMH IHCTPYMEHTAMHU JIJIS
dbopMyBaHHS ONTUMANTBHUX TpadikiB CIOKUBaHHS, 3a0e3eueHHs OaJaHCyBaHHS €HEProCUCTEMU Ta
niATpUMKH poboTH "po3ymHux" Mepesx Smart Grid [1].

OcHOBHa i/1es 3aCTOCYBaHHs HEHPOHHUX MEPEX y IJIaHYBaHHI CIIOKMBAHHS €JIEKTPOEHeprii
noJisirae B MOOYAOB1 MOJIENII TPOTHO3YBAHHS HaBAaHTAXEHHS, SIKa 3/1aTHA 3 JIOCTATHHOIO TOYHICTIO
BU3HA4YaTH MaiOyTHI piBeHb CIIOKMBAaHHS Ha OCHOBI ICTOPHMYHUX JaHHUX, TEMIEpaTypHHUX
MOKa3HUKIB, XapaKTePUCTUK CIIOKMBAUiB, TUITY JHS THXKHS Ta 1HIIMX PEICBAHTHHUX (PakTopiB [2].
dopMaIbHO 3aBAAHHS MOXHA MPEJCTABUTH SIK MiHIMI3allit0 (QYHKIIT MTOXUOKH MPOrHO3yBAHHS:

1)

MNE =5 > (3, -y, (W),

ne Yi — ¢axruune cnoxupanus, Y;(W) — nporHozoBane 3Ha4YeHHS, II0 3aJCKUTH BiJ BEKTOpa Bar

mepexxki W. Llg ¢yHKIiS MIHIMI3YETbCS B TMpOIECi TPEHYBAHHS 4Yepe3 alrOpUTM 3BOPOTHOIO
HOLIMPEHHS TOMMJIIKH, 110 J03BOJIS€ aJalTUBHO KOPUTYBATH MapaMeTpH.

VY KOHTEKCTI €HEepreTUYHOro IJIaHYBaHHS 3aCTOCOBYIOTHCS PI3HI TUIM HEMPOHHHUX MEPEK.
Haiinommpenimumu € 6aratomraposi nepcentponu (MLP), siki 3abe3nedyroTh IpOrHO3yBaHHS Ha
KOPOTKOCTPOKOB1 1HTEpBaIM (MOXBUJIWHHI a00 TOTOAWMHHI MporHo3u). s 3amad 13 JOBIIMMHU
IHTepBaJIaMU Ta 3JIEKHOCTSIMU Y YaCOBOMY PsiJli 3aCTOCOBYIOTHCS pEKYPEHTHI apXiTeKTypH, 30KpemMa
LSTM Ta GRU, mo 3xatHi 36epirati iHGopmMallito Mpo MonepeHi CTaHu Ta YCHIITHO MOJENIOTh
CE30HHI Ta J1I000B1 UKIN. /171 CKIIaJHUX CUCTEM 3 BEIMKOIO KUTBKICTIO BX1THUX ITapaMeTpiB MOXKYTh
BUKOPUCTOBYBaTHcs T10puaHi Mepexi, ae komOiHaiis CNN ta LSTM 3abe3neuye BUITYydeHHS SIK
Y4aCOBHUX, TaK i CTPYKTYPHUX XapaKTEepUCTHK [3].

[IporHo3yBaHHsS CHOXUBaHHS €JIEKTPUYHOI €HEeprii € JuIle OJHIEI0 3 YacTHH 3ajadl
ONTUMAJIFHOTO TUIaHYBaHHS. HacTymHUM KpOKOM € BH3HAUEHHS ONTHMAIBHOTO PEXHUMY POOOTH
€HEproycTaHOBOK, BHOIp MOMEHTIB YBIMKHEHHS Ta BHUMKHEHHsS OOJaJHAHHS, YIPaBIiHHSA
AKyMYJIALIHHUMHE CUCTEMaMHU H pO3MOAiT HaBaHTAXXEHHS MK PI3HUMHM cerMeHTamu. [ 1mporo
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MOXXYTh 3aCTOCOBYBATHCSl HEHMPOHHI MEpEeXi MPSIMOTro PETYIIOBaHHS a00 MOJENi MiAKPITUIEHOTO
HaBuaHHs (Reinforcement Learning), ne areHT HaBYae€ThCS MIHIMI3YBaTH OINEpaliiHI BUTpATH 3a
YMOB OOMEXCHb TEXHIYHHX XapakTepucTtuk cucremu [2, 3]. Hampukman, 3aBmaHHs MiHiMizarii
3arajlbHUX BUTPAT MOKE OYTH ONHCAHE SIK:

)

T
minC = Z(pt L—s; Bt)n
t=1

Jie Pt — IiHA eJIeKTPOCHEePrii B MOMEHT vacy i, Lt — crioskuBaHHs HaBaHTa)xeHHs, Bt — 3apsin/po3psin
AKyMYJSITOPHUX CHUCTEM, a St — KOe(DIIIEHT EKOHOMIYHOTO €(EeKTY BiJI BUKOPUCTAHHS aKyMYJIsITOPA.
VY cucremax 3 aumHamiyHuM wHiHoyrBopeHHsM (Time-0f-Use, Real-Time Pricing) Taki momeni
JO3BOJIAIOTH 3HAYHO 3MEHIIUTH BHUTPATH 3a PaxXyHOK IEPEHECEHHs IIKOBUX HaBaHTaXEHb Ta
onrtumizanii rpadikiB podboTu 001 HAHHS.

BaxxnuBuM acrieKToM € iHTerpallis HeHpoHHUX Mepex y Smart Grid, e crokuBadi cTaroTh
"aKTUBHUMH yYYaCHUKaMH'"' €HEPreTHYHOI0 PUHKY, a €HeProe(PeKTUBHICTh JOCATAETHCS 32 PaXyHOK
B3a€MO/Ii1 BEJTMKOI KIJTLKOCTI ICIICHTPATi30BaHUX €JIEMEHTIB: IOMAIIHIX CUCTEM, COHIYHUX TTaHeTIeH,
€JIEKTPOMOOLITIB, TPOMHCIOBUX IMIMPUEMCTB. Y TaKHX YMOBaX MOJIENI IPOTHO3YBAHHS 103BOJISIOTh
KOOpJMHYBAaTU POOOTY €HEepreTHYHOl 1HPPACTPYKTypU Ta 3MEHIIYBAaTH PHU3UK MEPEBAHTAKCHHS
mepexi. OKpiM IbOro, HEWpPOHHI Mepeki BUKOPUCTOBYIOTHCS IS BHUSBICHHA aHOMATIH y
CIIOKMBaHHI1, OLIHIOBAaHHS SIKOCTI MMPOTHO3Y Ta aJanTallii 10 3MIHHUX YMOB.

Oxpemoi yBaru 3aciyroBye 3aCTOCYBaHHS €HEPTeTUYHUX U(PPOBHX BIHHUKIB, 1e HEHPOHHI
MEpEekKi CTal0Th KIIFOUOBUM KOMITIOHEHTOM. [{(poBi ABIHUKY 103BOJISIFOTH MOJIETIOBATH TIOBEIIHKY
CHCTEM y peajJbHOMY Yaci, 0 CYTTEBO MiJBHINYE SKICTh MPOTHO3IB Ta J03BOJISIE TECTYBAaTU Pi3HI
cleHapii croXuBaHHS 0e3 PU3UKY Ul pealbHUX cucTeM. BUKOpUCTaHHS TTTMOOKOrO HaBYaHHS y
mu(pOBUX JABIHHUKAX A€ MOXJIMBICTh HAONIKATH CKIamHI (i3WYHI MpolecH, M0 3a3BUYal
OMHCYIOTHCS HENMHIMHUMU AU(EepeHIIHHIME PIBHAHHSIMU, Y BUTTISA1 KOMIIAKTHUX alipOKCUMATOPIB.

[Tonpu 3Ha4HI AOCATHEHHS, BUKOPUCTAHHS HEHPOHHUX MEPEXK JUIS TUTAHYBAHHS CTIOKUBAHHS
eJNeKTpoeHeprii Mae psii BUKIHKIB. Cepel;l OCHOBHUX MOXKHA BUALTUTH MOTPEOY y BEIUKOMY 00Cs31
SKICHUX ICTOPUYHHMX JAaHWX, CKJIAJHICTh HAJIAMITYBAaHHS apXiTeKTyp, a TaKOXK pPH3UK
«repeoOyueHHs» Moeni. Kpim Toro, BIpoBaXKeHHsI IHTEIEKTYaIbHUX CHUCTEM BUMarae BpaxyBaHHs
KiOepOe3neKkn W HaaiiHOCTi, OCKUIBKY MOPYIIEHHS pOOOTH MPOTHO3HUX MOJYIIIB MOXE MPHU3BECTH
JI0 TOMWJIOK Y (DYHKIIIOHYBaHHI1 €HEpPreTUYHOI CUCTEMHU.

BUCHOBKMU. Takum 4yrMHOM, HEHPOHHI MEPEX1 € MOTYKHUM 1HCTPYMEHTOM, SIKHUH 3HAYHO
niaBHILYye e(EeKTUBHICTh MJIAHYBAaHHS CIIOKMBAaHHS €JIEKTPUYHOI eHeprii Ta 3abe3nedye rHyUKICTh Y
KEepyBaHHI Cy4YaCHHMMH EHEPTeTHYHUMH CHUCTeMaMH. BOHH IO3BOJSIOTH aJanTyBaTHCS O yYMOB
BUCOKOi HEBH3HAUEHOCTI, ONTHUMI3yBaTHU poOOOTy oOONagHaHHA, 3MEHINYBaTH BUTpPATH Ta
TMJBUIIYBAaTH eHepreTuuHy Oe3nexy. [loganbin qocmimkeHHs y it cdepi cipsMoBaHi Ha po3poOKy
OUTBII CTIMKUX Ta IHTEPIPETOBAHMX MOJIENIEH, 3JaTHUX MPALIOBaTH B YMOBAaX OOMEKEHHX JaHUX Ta
MacitTaboBaHux cTpyktyp Smart Grid, M0 BiIKpHUBa€ MEPCIEKTUBU JJIsi MOOYIOBU TMOBHICTIO
ABTOHOMHUX €HEPreTUYHUX CUCTEM MailOyTHBOTO.

CIIMCOK ITOCHUJIAHB.

1. Kosanvuyx, [. M. Cucmema npocHO3Y8aHHS eNeKMPOCNONCUGAHHA 3 SUKOPUCTNAHHAM HEUPOHHUX
mepedic / [ M. Kosanvuyx // Enexmpoenepeemuxa, enekmpomexauika ma mexuonocii 6 AIK :
mamepianu Misxcuap. nayx.-npakm. koug., 5 nucmonaoa 2025 p. / [epoic. 6iomexnonociunuti yu-m. —
Xapxie, 2025. — C. 301-302. — Peswcum oocmyny  http://btu.kharkov.ua/nauka/konferentsiyi/

2. Xapuenxo, B. O. Ocnosu mawunno2o nasuanns : Haey. noci6. / B. O. Xapuenxo. — Cymu : Cymcokuil
Odepoicasruil ynisepcumem, 2023. — 264 c.

3. Imyunuii inmenexm. Hetipomepeoicnha oopobxa inghopmayii : apximexmypu, HAGUAHHSL, 3ACMOCYBANHS
s Hasy. nocio. y 2-x u. : 4. 1/ O. I'. Pyoenxo, O. O. besconos, C. Il. €scecs, O. b. Axiezep, 1O. 1.
3atiyes ; 3a 3ae. peo. C. II. €scecsa. — Xapxie : HTY «XIIl» ; Jlvsis : Hosuii Ceim-2000, 2025. — 426
¢. — (Cepis «Kibepbesnexa ma wmyunuii inmenexkmy). — ISBN 978-966-418-517-9.

88



VJIK 004.8

KoBaabuyk . M. (Xapkiscokuii nayionanvuuii yrisepcumem imeni B. H. Kapaszina, Xapkise,
Ykpaina).

OBIPYHTYBAHHSA MOXKJNUBOCTI 3ACTOCYBAHHSA HENNO3UIIMHOI CHCTEMHA
YU CJEHHSA 3AJIMIIKOBUX KJIACIB Y ITYYHUX HEHPOHHUX MEPEXKAX 3
METOIO NIZIBUINEHHA BUJIKOCTI OBPOBKH JAHUX.

Anomauia. Y cmammi npeocmasieno KOMHIEKCHe OOTPYHMYBAHHA MONICIUBOCI 3ACMOCYBAHHS.
Heno3uyitHoi cucmemu wucienHs sanuuxosux kiacie (C3K) y wimyunux HelpouHux mepedcax 01 Ni0GUUeHHS
WBUOKOOIi ma eHepeoeexmueHocmi oOUUCTIO8ATbHUX npoyecis. Poskpumo kmouosi ocobnusocmi C3K, wo
nos2Aloms Y NOOAHHI YUCeN HEe3ANeHCHUMU 3ATUWKAMU 3a B3AEMHO NPOCMUMU MOOYIAMU, WO 0AE 3MO2Y
peanizyeamu NOGHUL NAPALENI3M GUKOHAHHA apuQMemuyHux onepayiti ma ycynymu nompeoy 6 onepayisx
nepeHecents, Xapakmeprux Ons nosuyiunux cucmem. Ilpoananizosano enaue euxopucmanns C3K wua
ONMUMI3ayiro onepayit MHOMCEHHS, NIOCYyMO8y8antsa ma oouucienus axkmusayin y LIIHM, wo € kpumuunumu
ot enubunnux mooeneu. Iloxkazano, wo maxa gopma npedcmasnents wucen niosUYe 3a8a00CMIUKICMy i
00360715€ OKANIZY8AMU NOXUOKU 8 MENHCAX OKPEMO20 MOOVIbHO20 KAHANY, 3MEHULYIOUU PUSUK CUCTNeMHUX
300i8. Po3ensanymo nepcnekmusu cmeopenus anapamuux npuckoprosayie na ocnoei C3K, opienmosanux na
pobomy 8 pedicumi peabHO20 YacCy, d MAKOIC MOJNCIUGOCIE MACUMAaOYeants apximexmypu Oe3 30inbulenHs
anapamnoi ckraonocmi. Ompumani pe3yiemamu RIOMEepON’CYIoOmb OOYLILHICIb 3ACTMOCYSBAHHSI CUCTeMU
3AMUWKOBUX KIACI8 5K eekmusHozo nioxody 00 niOBUWeEHHS NPOOYKMUBHOCMI ma HAJIHOCMI
IHMENeKMYanbHUX 0OUUCTIOBATILHUX CUCTHEM.

Knwwuogi cnosa: cucmema 3anuuikosux Kiacie, wimyyHi HeUPOHHI MePedic, RApanenbHi 00UUCTeHHS,
anapami NPUCKoOpo8aui, 3a8a00CMItIKiCmb.

Abstract. The paper provides a comprehensive justification for the feasibility of applying the non-
positional residue number system (RNS) in artificial neural networks to improve computational speed and
energy efficiency. The study highlights the core advantages of RNS, where numbers are represented as
independent residues modulo pairwise coprime bases, enabling full parallelism of arithmetic operations and
eliminating carry propagation typical of positional systems. The impact of RNS on optimizing multiplication,
summation, and activation computation in neural networks is examined, emphasizing its relevance for deep
learning models with intensive arithmetic workloads. It is shown that the modular structure inherently
increases fault tolerance by localizing errors within individual channels, thereby reducing the likelihood of
system-wide failures. The research outlines the prospects for developing hardware accelerators based on RNS
suitable for real-time environments, as well as the potential for scalable architectures without significant
hardware overhead. The findings confirm that the application of residue number systems is a promising
direction for enhancing the performance and reliability of modern intelligent computing architectures.

Keywords: residue number system, artificial neural networks, parallel computation, hardware
acceleration, fault tolerance.

[TocriifHe 3pocTaHHS CKJIAAHOCTI IITYYHUX HEHMPOHHMX MEpeX Ta 30UIbIIEHHS OO0CSTIB
BXIJHMX JaHUX aKTyalli3ye MpoOsieMy MiJBUIIEHHS IIBUIKOCTI iX poOOTH, 0COOIMBO y 3anadax
peanbHOro vacy. TpaauiiiiHi oOYMCIEHHs, 10 BUKOHYIOTHCS y 3BHUHHUX MO3UIIMHUX cHcTEeMax
YHCJICHHS, MOKJIQAAI0ThC HA MOCTIIOBHY OOpOOKY po3ps/iB 1 omeparii nepeHocy, siki IpupoIHO
00OMEXYIOTh MPOAYKTHBHICTh amapaTypHO-TIPOrpaMHHX 3aco0iB. Y BIAMOBIAL Ha II€ BCE OLIBIIOL
yBaru HaOyBalOTh aJbTEPHATUBHI MIPEICTABICHHS YHMCEN, 30KpeMa HEeMO3UIlIiHa cucTeMa YUCIIEHHS
3aJMIIKOBUX KJIACIB, sIKa J1a€ MOXIIHUBICTH pedopMyBaTH CTPYKTYpY OOUMCIEHb Yy HEWPOHHUX
Mepexkax. Ii TONOBHOI XapaKTEPHCTHKOIO € Te, IO YMCIO TOJAETHCA HE Y BHIJISII €IMHOTO
O1HapHOTO 3HAYEHHS, a Yepe3 Hallp He3aIeKHUX 3AIUILIKIB 32 PI3HUMU MOAYIISIMU. 3aBISKH I[bOMY
Oynb-sKi apudMeTuyHi ormneparnii MOXYyTh BHUKOHYBaTHCh TMapajielbHO, apKe KOXKEH MOIYJb
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(GYHKLIOHYE SIK OKpEMHI He3alIe)KHUI oOurcIoBanbHUi KaHai. Lle o3Havae, o Taki oneparii, Sk
MiJICYMOBYBaHHS Bar, MHOXXEHHSI CUTHAJIIB a00 OOYMCIICHHS aKTHBallii, MOXYTh OyTH po30UTI Ha
KUIbKa MOTOKIB 1 BUKOHAHI OJIHOYACHO, IO CYTTEBO IMIABHUIIYE 3arajbHy IMIBUIKOIIF0. Takuil miaxima
0COOJMBO MEPCHEKTUBHUN ISl anmapaTHOI pealizaiii HEMPOHHUX MEpEX, OCKIIbKH BiH J03BOJISE
CTBOPUTH HAOOpW HEBEIHKUX 1 MPOCTUX OOYHMCIIOBAIBHUX OJIOKIB 3aMICTh OJHOTO CKJIAQJHOTO
npoluecopa, Mo Mpaioe nociigoBHo. Lle BiakpuBae MOXIMBICT MaclITaOyBaHHS CHUCTEMH 0Oe3
CYTTEBOTO YCKIIQJHEHHS apXiTeKTYpPH, a TAKOK 3a0e3Iedye MOMITHE 3HHKEHHS €eHeprOCIOKUBAHHS,
0 € KPUTHUYHO BKJIUBHUM JUIsI MOOUIBHUX HPHUCTPOIB, BOYJIOBAHUX CHCTEM 1 MEPEKEBHX BY3JIiB
InTepHery peuei.

[Ile omgHi€rO BaXIIMBOIO MIEPEBATOI0 BUKOPUCTAHHS 3ATMIIKOBHX KitaciB y LITHM € 3MeHIIeHHS
PU3UKY MEPEeNOBHEHHS Ta MiABHUILEHHS 3aBaJ0CTIHKOCTI. OCKIJIBKHM KOXXEH MOJAYJb TMpalioe B
OKpPeMOMY KaHalli, MOXUOKM YU IIyM HE TMOLIMPIOIOTHCS Ha BCIO CHUCTEMY, a 3aJUIIAIOTHCS
JIOKaJII30BaHUMH B MEKaxX OJHOTO KaHaiy. Lle poOuTh MOes MEHIII Yy TIIMBOLO JI0 aapaTHUX 3001B,
10 Ma€ 3HAYCHHS Y IPOMHCIIOBUX 1 O€3MEeKOBUX 3acTOCYBaHHAX. KpiM TOro, y Mekax 3aJIMIIKOBHX
MPEJICTaBICHh MOXKHAa BUKOPHCTOBYBATH HAJUIMIIKOBI MOJYJl MJiE KOHTPOJIO MPaBHIBHOCTI
o0YHCIieHb, 0 MiABUILYE 3araibHy HaJAIMHICTh HEMPOHHOI MEpexki. 3aCTOCYBAaHHS TaKOl CHCTEMU
TaKO’ JI03BOJISIE TPAIIOBATH 3 BUCOKOTOYHIUMH OOYHCICHHSAMH 0€3 3HAYHUX arapaTHUX BUTPAT, 10
€ KOPHCHUM JUIi TIHOOKMX MOJeNel, SKUM HeoOXimHa CTaOUTBbHICTh NpPU BENUKIA KUIBKOCTI
rnapameTpiB.

BUCHOBKMU. TakuM 4HOM, BUKOPUCTAHHS HETIO3UIIIHHOT CUCTEMH YHCIICHHS 3aJIMIITKOBUX
KJaciB y INTYYHHX HEHPOHHHX MeEpexax € OOIPYHTOBAaHUM 3 TO3MIIN 30UIBIICHHS IIBHUIKOMIL,
3MEHIICHHS CHEePTOCIIOKUBAHHS, ITIIBUIICHHS 3aBaJIOCTIHKOCTI Ta PO3MIMPEHHS MOKJIMBOCTEH
amapatHoi onrtumizanii. I[loegHaHHS napaleaTbHOT TPUPOIU Ii€l CHUCTEMH 3 IMPUTAMAHHOIO
HEHPOHHUM MEpeKaM BHUCOKOIO IHTCHCHBHICTIO OJHOTHIIHUX oOIllepaiiid poOUTh TaKWUH MiaXina
NEPCIEKTUBHUM HAIPSIMOM PO3BHTKY HOBHUX apXiTEKTyp amapaTHUX MpHUCKoproBadiB. Lle mo3Boisie
CTBOPIOBATH LIBU/III, HAAIHHINI Ta eHeproeeKTUBHIIII IHTENEKTyalbHI CHCTEMH, IO € BAYKJINBUM
y CY4YacHHMX 3aJladyax pPOOOTOTEXHIKH, aBTOHOMHOI'O TPAHCIIOPTY, TEIEKOMYHIKalii Ta IHIIMX
rajry3ei, e BUCOKa IPOAYKTHBHICTb 1 TOYHICTh OOPOOKH JaHUX MAIOTh BUpIIIAIbHE 3HAYCHHS.
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VJIK 004.8

KoBaabuyk . M. (Xapkiscokuii nayionanvuuii yrisepcumem imeni B. H. Kapa3zina, Xapkis,
Ykpaina).

NIJIBUIMEHHA HAIIMHOCTI TA JIOCTOBIPHOCTI OBPOGEKH JAHUX Y
ITYYHUX HEHPOHHUX MEPEXKAX 13 BAKOPUCTAHHSM CUCTEMH
SAJIMIIKOBUX KJIACIB.

Anomauia. Y cmammi po3ensioaemuvcs KOMNAEKCHUU NIiOXi0 00 nioguujenrHs Haditinocmi ma
00CmoGIpHOCMI  00pOOKU  OaHUX V WmyyHUX HeupouHux mepexcax (LIIHM) wisxom 3acmocysanus
Henozuyitoi cucmemu yucienus 3anuuwikosux xiacie (C3K). Iloxasano, wo moOynvHe nooauHs uucen
3abe3neyye UKOHAHHA OOUUCIEHb Y BUSIADI HE3ANeHCHUX NAPANeNbHUX NOMOKI8, WO CApUsE NoKanizayii
NOMUJIOK Ma 3HUNCEHHIO BNAUBY anapamHuux 300i8. Oxapakmepuzo8ano K048 nepesazu GUKOPUCHAHHSA
C3K, ceped saxux nidsuwjenHs cmabiibHOCMI YUCTIO8UX ONepayil, NOKPAUEHHSI MEXAHIZMI8 KOHMPOIIO
NOMUJIOK, 3MEHUIEeHHSI HAKONUYEHHS NOXUOOK ma MOMNCAUBICMb NIOBUWEHHA WOYHOCMI MOOEN08AHHA.
Posxkpumo nepcnexmusu cmeopenus anapamuo onmMuUMIi308aHUX NPUCKOPIO8ayis 01 oouucnens y LIIHM, wo
bazyiomobcsi Ha mooyavHiti npupodi C3K ma ne nompebyromv onepayiti nepenecenusi. Iloxazano, wo
sacmocyeannsi C3K 3abesneuye nidguujerHss CmIiUKOCmMi HEUPOHHUX Mepedc 00 3a8ad, ONMuMisye
BUKOPUCMANHS PECYPCi8 | pO3UUPIOE MONCIUBOCII pedlizayii cucmem peanbHozo yacy. 3poOieHo BUCHOBOK,
Wo cucmemMa 3ANUWUKOBUX KIACI8 € epeKmusHuM IHCMPYMEeHMOM YOOCKOHALEHHS [HMEeNeKMYyalbHUX
0OYUCTIOBATILHUX CUCTHEM, OPIEHMOBAHUX HA BUCOKY WUEUOKOOII, MOYHICIb | HAOTUHICTDb.

Kntouosi cnoea: cucmema 3aiuKOBUX KAACIE, WIMYYHI HEUPOHHI Mepedici, HAOIliHiCMb,
00CMOGIPHICb OAHUX, MOOYIbHI 0OUYUCIEHHS, ANAPAMHI RPUCKOPIOBAY.

Abstract. This paper presents a comprehensive approach to improving the reliability and accuracy of
data processing in artificial neural networks (ANNSs) through the application of the non-positional residue
number system (RNS). It is shown that modular representation of numbers enables computations to be
organized as independent parallel streams, which contributes to effective error localization and reduction of
the impact of hardware faults. The key advantages of RNS are characterized, including improved numerical
stability, enhanced error-control mechanisms, reduced accumulation of rounding errors, and increased
precision in deep neural models. The study outlines the prospects for creating hardware-optimized
accelerators based on RNS that exploit its intrinsic parallelism and eliminate the need for carry operations. It
is demonstrated that the use of RNS increases robustness of neural networks against noise, optimizes resource
utilization, and enables efficient implementation of real-time intelligent systems. The results confirm that the
residue number system is a powerful tool for enhancing intelligent computing architectures aimed at high
performance, accuracy, and operational reliability.

Keywords: residue number system, artificial neural networks, reliability, data integrity, modular
computations, hardware accelerators.

CyuacHi ITy4yH1 HEHPOHHI MEpPEXK1 3aCTOCOBYIOTHCS B IIMPOKOMY CIEKTP1 3a/]1a4, BKIIOYA0UN
00poOKy 300pakeHb, PO3MI3HABAHHS MOBJIEHHS, MPOTHO3YBaHHS YacOBUX pAMIIB Ta CHCTEMHU
ABTOHOMHOTO yTIpaBJliHHs. BuCOKuii piBeHb CKIAHOCTI 00UHCIIEHb Ta 00CIT 00pOOIIOBAaHUX JaHUX
CTBOPIOIOTH CEpPI03HI BUKIIMKH 111010 HAAIHHOCTI Ta JJOCTOBIPHOCTI pe3ynbTaTiB. byab-ski anapartHi
3001, TOMWJIKK OKPYTJICHHs a00 BTpAaTH NAaHUX MOXKYTh MPHU3BECTH JIO KPUTHYHUX TOXHOOK, IO
0cO0JIMBO HEOE3MEeYHO y CHCTeMax peaJbHOro Yacy Ta BIAMOBIJAJBHUX Tally3sX, TakuX sK
poboToTexHiKa, MeauIMHa Ta (iHaHCOBI TexHOJOrii. OMHUM 13 MEPCIEeKTUBHUX TMIiAXOIIB 0
HiABMIIEHHA HaAiiHocTi o0uncienp y IIIHM e 3acTtocyBaHHS HEMO3MLIHHOI CUCTEMH YMCIIEHHS
3QJIMITKOBHX KJIACIB, siKa 3a0e3neuye eeKTUBHUI MEXaHI3M BHSIBJICHHS Ta JIOKaJi3alii MTOMIJIOK 1
JI03BOJISIE OPraHi3yBaTH OOUYMCICHHS Yy BUTJISA/ HE3AJICKHUX MapaieIbHUX MOTOKIB.

Cucrema 3aIMIIKOBUX KJIACIB IPYHTY€ETHCS Ha MPEICTaBICHH] YUCel Yepe3 HabopH 3alUIIKIB
[0 B3a€EMHO MPOCTUX MOIYJSAX, IO POOUTH KOXKEH MOJYJIbHHUM KaHaJd He3aJeKHUM Bif 1HIIUX. Y
KOHTEKCTI HEHMpPOHHUX MepeX I O3Hadae, Mo OOYHMCICHHS BaroBUX CyM, MHOXKEHHS BXITHHX
CUTHAJIIB HA Bard Ta OOYMCIEHHS (QYHKIIN aKTUBaLli MOXYTh BUKOHYBATHUCS OJJHOYACHO B PI3HUX
MoOJyNAX 0€e3 B3a€MHOTro BIUIMBY. Taka BJIACTUBICTh HE JIMIIE MPUCKOPIOE OOpPOOKY AaHMX, ajie i
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JIO3BOJISIE JIOKAI3yBaTH MMOMUJIKH, K1 MOXKYTh BUHUKATH Y MPOIECi O0YUCIICHB. SKIIO Yy EBHOMY
MOJYyJIbHOMY KaHajli BHHUKAe 30id, IHIN KaHAIW 3aJUINAIOTHCS MPaLE3JaTHUMH, IO 3HUXKYE
HMOBIpHICTh TIOBHO1 Jerpagaitii pesynbrary. KpiM TOro, HaaJIMIIKOBI MOAYJIlI MOXKHA
BUKOPHCTOBYBATHU JIJIsl IEPEBIPKU MPABUILHOCTI OOYUCIICHB, IO TO3BOJISIE peali3yBaTH MEXaHI3MU
KOHTPOJIIO IIOMHJIOK 0€3 3HAYHOT'O 30UIBIIICHHS ariapaTHUX PeCypcCiB.

BukopuctaHHs cuUCTEMH 3aJIMIIKOBUX KJIACIB TAKOX IMiJBHUIILYE TOCTOBIPHICTH PE3yJbTaTiB
00poOKM HaHMX y TIHMOOKMX HEWPOHHMX Mepekax. 3aBASKM BHCOKIH TOYHOCTI MOIYJIBHHX
O00YMCIICHb 3MEHIIYETHCS BIUIMB KyMYJIATHBHUX IIOXMOOK, IO 3a3BMYail HAKOIMUYYIOTHCS Y
3BHYAHHUX TMO3UIIHHUX CHCTEMaX YUCIICHHs IIPU OaratopiBHEBUX onepailisx. Le 0co0a1Bo BaxIMBO
JUTSL BETIMKUX MOJIEJIEH 3 TUCAYaMU HEHPOHIB 1 MUIbHOHAMU NTapaMeTpiB, € HaBITh HEBEIHMKI HOXHOKH
MOXYTh TPU3BECTH JIO 3HAYHOTO BHKPUBJICHHS pe3yibTariB. CHUCTeMa 3aJHMIIKOBUX KJIACiB
3a0e3mnedye OUIbII CTaOUIbHI YMCIOBI 3HAYEHHS, L0 MiABUIIYE TOYHICTh HABYAHHS Ta POOOTY
MoOJIeNIel Y pexKrMi IPOTHO3yBaHHSI.

JloaTKOBOIO TIEpPEeBAror0 3aCTOCYBAHHS 3aJMINKOBHX KJIACIB € MOMJIMBICTH peaizamii
e(EKTUBHHX anapaTHUX MPUCKOproBaviB. Ko)keH MOAYJIBHUN KaHAJI MOKE OYTH pealli3oBaHUH SIK
okpemuii oOumcmoBanbHuil 010k Ha FPGA, ASIC abo cmemianmizoBaHOMY HelpoMophHOMY
nporecopi. lle m03BoJsie CTBOPHOBATH MAacHITa0OBaHI apXiTEKTypH 3 BHCOKOI IPOITYCKHOIO
3/IaTHICTIO 1 OTHOYACHO peajli3yBaTh MEXaHi3MHU KOHTPOJIIIO IMOMHJIOK Ta HAJAIUIIKOBOCTI. Kpim Toro,
TaKWW MiAXiJ J03BOJIIE 3HU3UTH EHEPrOCIIOKHMBAHHS, OCKUIBKA MOJYJII MPAIOITh HA MaHX
PO3PSAOHOCTSX 1 HE TMOTPEOYIOTh pecypco3aTpaTHUX OIepalid MEepeHoCy, XapaKTepHHUX s
MO3UIIIMHUX CUCTEM YHCIICHHSI.

BUCHOBKMU. TakuMm 4MHOM, 3aCTOCYBaHHS HETIO3HUIIIHHOT CHCTEMH YMCIICHHS 3aIUITKOBHX
KJIACiB y IITYYHHUX HEHPOHHUX Mepexax € e(eKTHUBHUM 3acOo0OM IiJIBHIEHHS HAIIMHOCTI Ta
JOCTOBIpHOCTI 00poOkm nmanux. [lapamensHa 0OpoOKa B HE3QICKHUX MOIYJIBHUX KaHAIAX,
MO>KJIMBICTh JIOKali3alii Ta KOHTPOJIO IMOMMJIOK, MiJBUIIEHA TOYHICTb OOYMCICHb 1 amapaTHa
onrtuMi3aris poOIsATh el MiAXia MePCIeKTUBHIM Il CTBOPEHHS IIBUIKUX, CTA0UTFHUX 1 HATIHHUX
IHTENIEKTYyaIbHUX CHCTEM, 3JaTHUX IPAIIOBATA B YMOBaX BUCOKHX OOYHMCIIOBAIBHUX HABAHTA)XKECHb
Ta BUMOT 110 Oe3neku AaHuX. BHUKOpPHCTaHHS CHUCTEMM 3ajMIIKOBUX KIACiB BiJIKpHUBAa€E HOBI
MOJJIMBOCTI JIJIS1 PO3BUTKY anapaTHoro i mporpamHoro 3adesneueHHs LIIHM, cipusitoun cTBOpeHHIO
e(DEeKTUBHUX PIIICHD Y PI3HUX TATY35X HAYKH, TIPOMHUCIOBOCTI Ta TEXHOJIOTIH.
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UDC 004.932.4:159.942.4

Bisogni C., Cimmino L., Nappi M., Pannese T., Pero C. (University of Salerno, Department of
Computer Science & Department of Management and Innovation Systems, Fisciano, Salerno, Italy).

GAIT-BASED EMOTION RECOGNITION WITH PRIVACY PRESERVATION.

Abstract. Gait-based emotion recognition has emerged as a promising research direction due to its
applicability in healthcare, surveillance, social interaction analysis, and intelligent systems. Unlike traditional
biometric modalities such as facial expressions or speech, gait enables remote, non-invasive, and privacy-
preserving analysis, maintaining robustness even in low-resolution or unconstrained environments. This study
introduces the “Walk-as-you-Feel” (WayF) framework, a novel deep learning methodology designed to
identify human emotions exclusively from gait patterns while ensuring strict privacy protection by excluding
all facial cues. To address challenges related to small and imbalanced datasets, a tailored balancing strategy
is incorporated, combining over-sampling and under-sampling to enhance class distribution for deep learning
pipelines. Feature extraction is conducted using advanced CNN architectures, specifically EfficientNetV2-L
and Inception-v3, whose outputs feed sequential classifiers including Gated Recurrent Units (GRUs) and a
Transformer Encoder. The experimental evaluation is performed using the E-Walk dataset, which contains
multiple walking styles and emotion annotations. Results demonstrate an average recognition accuracy of
approximately 77% under balanced conditions, improving to 83.3% when neutral emotions are excluded.
These findings reveal that gait alone can serve as a reliable and privacy-conscious modality for emotion
recognition, achieving performance comparable to methods leveraging facial information.

Keywords: gait analysis; emotion recognition; privacy-preserving biometrics; deep learning; GRU;
Transformer Encoder; feature extraction.

Anomauin. Posniznaeanns emoyiti 3a X000l npugepmae 0eoaii Oinvuie ysazu 3a605KU WUPOKUM
MOJCTUBOCAM 3ACMOCYBAHHL V Cepax OXOpoHu 300p08’sl, AHANIZY COYIATbHUX 63AEMOOIL, cucmem
8i0e0CnocmepediceHis ma IHmMeneKmyaibHux mexuonozit. Ha iominy 6i0 mpaduyiinux OGiomempudHux
nioxodi@ — MakKux SIK PO3NI3HAGAHHS OOAUYYS YU AHALI3 MOGIEHHI — X00a 3a0e3nedyc OUCMaHyiiny,
He8MpYYaIbHy ma KOHQIOeHYIliHy OYiHKY, 30epicarouu eheKmuHicmb HABIMb V HEKOHMPOIbOSAHUX ADO
HU3bKOPO3OLIbHUX yMO8ax. Y yvomy docriodcenni npedcmasiero gpetimeopk «\Walk-as-you-Feely» (WayF),
IHHOBAYITIHUL MemOO SAUOUHHO20 HABYAHHS O BUHAUEHHS eMOYill GUKIIOYHO 3d X00010, AKUU 3a0e3neyye
30epexCcenHs NPUSAMHOCIE UWISXOM NOBHO20 GUKIIOUEHHS 03HAK 00nuyys. [{ns no0oiants npoodremu Manux
ma He30anaHCOo8anUx HAOOPI8 OAHUX 3ACTNOCOBAHO CREYIATbHY cmpame2iio OANaHCY8aHHS, WO NOEOHYE HAO-
ma Hed08UDIPKY | NOKpawye Haguanus mooeell. BudineHHs 03HAK 30IUCHIOEMbCA 3 OONOMO20K) CYUACHUX
CNN-apximexmyp  EfficientNetV2-L ma Inception-v3, euxioni eexmopu skux nepedaiomocsi 00
xkaacugivamopie GRU ma Transformer Encoder. Excnepumenmansua oyinka nposoounace na nabopi E-Walk,
Wo micmumy pisHi cmuai Xo0u ma eKchnepmui oyinku emoyii. Pezynsmamu noxkazanu cepeonio mounicmo
onusvxo 77% y sbanancosanux ymosax ma 3pocmarus 00 83,3% nicis 6UKIIOUEHHS HeUmpaibHO20 KIACY.
Ompumani O0aui niOMEEPON’CYIOMb, WO X00a Modxce Oymu egeKmusHuM i NPUBAMHUM KAHALOM Os
PO3NI3HABAHHA eMOYill, 3a0e3neyyyU MOYHICMb, CNIBCIABHY 3 MEMOOAMU, WO BUKOPUCOBYIOMb 00IUYYS.

Kniouosi cnoea: ananiz xoou; posniznaganms emoyiil;, KOHQDIOeHYilHi OiomempuyHi cucmemu,
anubunne nasuanua, GRU; Transformer Encoder; sudirennsa oznax.
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1. Introduction

Affective state identification represents a significant investigative challenge, contributing to
technological advancement in domains of medical care, behavioral examination, interpersonal
communications, and security. Among various biometric approaches, locomotion patterns stand out
through their capacity to provide distant non-intrusive examination without requiring user
cooperation. Locomotion patterns constitute a distinctive characteristic that can signal not merely an
individual's identity but additionally their psychological-emotional condition. Unlike facial
identification, which may be constrained or undesirable for confidentiality considerations,
locomotion pattern examination permits creating systems that simultaneously remain informative and
protected from a privacy standpoint. Nevertheless, precise determination of affective states from
locomotion patterns remains a challenging task due to movement variability caused by both individual
characteristics and contextual elements. Within this framework, the WayF architecture proposes a
comprehensive solution based on deep neural networks, integrating advanced CNN frameworks and
sequential models, including GRU and Transformer-Encoder.

2. Methodology

The WayF methodology incorporates several stages. During the initial stage, from video
recordings of the E-Walk dataset, 33 bodily keypoints are identified using MediaPipe Pose, while
facial data is completely disregarded. Each video is standardized to 240 frames to ensure uniformity.
To address imbalance between classes, under- and over-sampling strategies are implemented.
Subsequently, two independent computational pipeline models are developed:

. EfficientNetV2-L +  Transformer-Encoder, demonstrating  superior
performance in cases of "neutral” and "sad" categories
. Inception-v3 + GRU, which effectively classifies "happy” and "angry"

affective states
The pipelines operate on transformed characteristics obtained from CNN, while sequential
processing models examine temporal dynamics of locomotion patterns.

3. Results

Experiments were conducted on both equilibrated and non-equilibrated samples. Both
pipelines demonstrate complementary advantages. The optimal WayF precision reaches
approximately 77% under standard circumstances and 83.3% when excluding the neutral category.
Outcomes surpass the effectiveness of numerous approaches that utilize facial characteristics,
underscoring the potential of locomotion patterns as an independent source of information regarding
affective condition. The system consistently classifies affective states across various scenarios while
maintaining confidentiality.

4. Conclusions

The proposed WayF architecture demonstrates the feasibility of creating affective state
identification systems that rely exclusively on locomotion patterns and require no facial data
whatsoever. This opens possibilities for applying such systems in confidentiality-sensitive domains,
such as medical care or monitoring systems. Prospects for further investigations include utilizing
synthetic data, modeling regression-based affective assessments, and integrating multi-channel
biometric signals.
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DISCOVERING TECHNOLOGICAL OPPORTUNITIES WITH NEURAL NETWORKS
AND LITERATURE ANALYSIS.

Abstract. This paper presents a novel methodology for identifying technological opportunities by
combining structured extraction of emerging practices from academic literature with neural-network-based
impact prediction. Technological opportunities are conceptualized as potential applications of advanced
technologies in unexplored industries or business processes. The approach begins with a large-scale manual
review of 33,285 scientific papers, from which 8,406 relevant publications are selected, yielding 14,739
technology—industry—process triads. These triads form the basis for training an artificial neural network
capable of predicting the market- and organization-level impact of untested combinations. The method is
applied to eleven advanced technologies, including Al, blockchain, 3D printing, 10T, robotics, high-
performance computing, immersive environments, geo-spatial systems, digital applications, proximity
technologies and open/crowd-based platforms. The resulting “opportunity maps” highlight optimal domains
for future deployment, distinguishing between high-confidence and low-confidence predictions to support
strategic prioritization. Sensitivity analysis reveals that process variables exert the strongest influence on
predicted outcomes, followed by industry and technology. The study demonstrates that academic literature
can serve as a rich foundation for detecting emerging practices and forecasting innovation trajectories. It also
outlines limitations associated with manual content extraction and emphasizes the potential of NLP-assisted
automation for future methodological refinements.

Keywords: technological opportunities; literature analysis; artificial neural networks; emerging
practices; opportunity mapping; advanced technologies; innovation forecasting; technology—industry—
process triad.

Anomauia. Y cmammi npedcmasneno Hogy Memooonozito 6UAGNIEHHs MEXHOIO0SIYHUX MOXHCIUBOCMEN
WIAXOM TNOEOHAHHSL CMPYKMYPOBAHO20 AMANI3Y HAYKOBOI JNimepamypu 3 NPOSHO3YEAHHAM HA OCHOGI
HetupouHux mepedic. TexHonoziuni Moicaugocmi po3ensadarmscs K NOMEHYIlHI HanpsaAMU 3aCMOCY8aHHS.
nepeoosuUx MexXHONO02i 8 HOBUX 2any3sax abo 0OisHec-npoyecax, sAKi wje He OO0CHIONCEeHi HA NPaAKmMuyi.
Memoodonozia nouunaecmoca 3 macuimabro2o pyunoeo ananizy 33 285 mayxosux nyonixayiu, i3 axux 8 406
BUZHAHO PENeGAHMHUMU, WO 003801uUN0 cpopmysamu 14 739 mpiad «mexnonozis — 2any3e — npoyecy. Ha
iX 0CcHO6I HaguaEMbCA HEUPOHHA Mepedicd, AKA NPOSHO3YE OP2AHI3aYIUHUIL MA PUHKOBUL ehekm 015 wje He
npomecmoganux komobinayiiu. Memoo eunpobysano Ha oOUHAOYaMU NepedosUx MexHON02IAX, ceped AKUX
wmyuHull  inmenexm, Onokuetin, 3D-Opyx, inmeprnem peuell, poOOMOMEXHIKA, BUCOKONPOOYKMUBHI
00uUCTIeHHs, 2e0NnPOCMOpPO8i MexHON02ll, YUPpPosi 3aCMOCYHKU, IMMEPCUBHI cepedosuwya, naam@opmu
8iOKpumux inHosayiti i mexuonoeii oOauzbxocmi. Pe3yremamom cmanu  «xapmu  MexXHOA02IYHUX
MOdACIUBOCHEN», WO i0enmudiKyioms HatlOiIbW NEPCReKMUBHI HANPAMU A PO3PI3HAIOMb NPOSHO3U GUCOKOT
Ul HU3bKOI 6NEGHEHOCI OISl NIOMPUMKU CINPAMe2iuHo2o ubopy. Ananiz yuymaueocmi noxaszas, wo npoyecu
Maomsb HAUOIMLWUIL 6NIUE HA Pe3YIbMam, 3a HUMU — 2alY3b | MeXHON02IA. Jocniodcents niomeepoxcye
YiHHICMb HAYK0BOI nimepamypu K 0dcepena iHCAUmis wooo 3apoodiCy8aHux NPAKmuK ma iHHOBAYIUHUX
mpackmopitl. OKpemo OKpecieHO 00Me}CeHHs PYYHO20 aHani3y U nepcnekmugu agmomamusayii 3a
donomozoro NLP-mexnonoziti.

Kniouosi cnosa: mexnonoziumni Moxicau8ocmi, ananis iimepamypu, HeupoHHi Mepedici, 3apooxicysani
NPAKMUKU, Kapmu MOICIUBOCMEU,; THHOBAYIUHULL NPOSHO3, MPIada «MEXHON02Is — 2aY3b — HPOYECH.

1. Introduction

Innovation prospects define prospective pathways for transforming sectors, commercial
spaces, and operational frameworks. Organizations strive to recognize such prospects beforehand to
secure lasting competitive advantages. Traditionally, this was accomplished through specialist
evaluations, scenario planning, and intellectual property analytics. Nevertheless, intellectual property
documents possess several drawbacks, particularly during initial phases of solution advancement,
when innovations have not yet acquired practical form. Scholarly publications, conversely, frequently
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document the emergence of novel practices prior to their commercial deployment, rendering them a
valuable resource for examination.

2. Conceptual Foundation of Innovation Prospects

Innovation prospects emerge at the convergence of solutions, sectors, and workflows. They
may relate to both novel solutions and established ones that still possess capabilities for fresh
implementations. Within this framework, the following are significant:

. examination of solution convergence

. recognition of "vacant applications"

. prediction of prospective commercial directions

. investigation of developing practices presented in scholarly works

Through the utilization of artificial intelligence, machine learning, and language processing,
the capability for large-scale publication examination and construction of frameworks capable of
anticipating novel solution implementations becomes available.

3. Investigation Approach

3.1. Stage 1: Information Gathering and Organization
33,285 scholarly articles were examined manually, of which 8,406 contained applicable
examples of solution deployment. Based on this, 14,739 triplets were formulated:

. Solution

. Sector

. Workflow

. Anticipated consequence (commercial / corporate)

These triplets constitute the foundation for subsequent modeling.

3.2. Stage 2: Artificial Intelligence Model Development

An artificial intelligence model with a single intermediate layer (configured in SPSS) learns
from organized categorical information, determining relationships among solution, sector, workflow,
and anticipated consequence. The objective is forecasting prospective effects for novel pairings.

3.3. Stage 3: Innovation Prospect Creation

The framework assesses unexplored pairings and produces:

. Commercial consequence rating
. Corporate consequence rating
. Certainty benchmark

Pairings with strong certainty are designated as priority for subsequent investments and
innovations.

4. Information and Analytics

4.1. Information Sources

The database included publications from journals such as Annals of Operations Research,
Computers & Operations Research, European Journal of Operational Research, and numerous
others. The proportion of applicable articles varies significantly across journals.

4.2. ldentified Patterns

. 71.35% of prospective pairings remain "unoccupied"”

. Additive manufacturing, artificial intelligence, and automation systems
demonstrate the largest "unfilled areas™

. Workflows exert the most substantial influence in the framework (normalized

significance = maximum)

4.3. Prospect Charts

For each solution, prospect charts were created showing ideal directions for its
implementation, considering forecasted effects and certainty levels.

5. Outcomes
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. The artificial intelligence model effectively predicts strong and weak
consequences of pairings

. Sectors with the greatest quantity of promising "unexplored areas" are clearly
distinguished

. Pairings with weak certainty are filtered, helping avoid hazardous investment
choices

6. Discussion

The framework confirms that scholarly publications contain numerous signals regarding
future innovation trends. However, manual examination is costly and time-consuming. Integration of
language-processing instruments in subsequent investigations may:

. automatically select applicable publications
. extract triplets and consequences
. dynamically refresh frameworks

CONCLUSIONS.
The methodology:

. reveals fresh approaches to strategic solution evaluation

. merges specialist examination and artificial intelligence models
. generates valuable prospect charts

. provides foundation for practical innovation choices

Subsequent investigations will concentrate on automating publication examination and
expanding the catalog of investigated solutions.

UDC 621.9:632.4:004.021

Majewski P., Mrzygléd M., Lampa P., Burduk R., Reiner J. (Wroctaw University of Science
and Technology, Wroclaw, Poland).

MONITORING INSECT LARVAE GROWTH WITH REGRESSION CNN AND
KNOWLEDGE TRANSFER.

Abstract. Insect larvae breeding—particularly Tenebrio molitor and Hermetia illucens—is gaining
industrial relevance, creating demand for automated methods capable of monitoring larvae growth and size
distribution. This study presents an efficient approach based on a regression convolutional neural network
(RegCNN) supported by knowledge transfer from an improved multistage phenotyping method. Larval width
is used as the primary measurable parameter, with length and volume estimated indirectly through linear
regression models. To minimize manual labeling, larvae segmentation is performed using a Mask R-CNN
model trained on synthetic images generated from 266 isolated larvae. These synthetic data enable robust
segmentation in dense scenes with overlapping larvae. The RegCNN is trained on pseudo target values—
quartiles of larval width—derived from multistage phenotyping and corrected through size-dependent
calibration factors. Several architectures are evaluated, including ResNet, EfficientNet and custom lightweight
models; ResNetl8 achieves the best accuracy with RMSE = 0.131 mm (width) and 1.12 mm (length), R’ =
0.870, and 0.30 s inference time per breeding box. The method provides significant improvements in accuracy
and speed compared to traditional phenotyping, enabling real-time monitoring on large industrial larvae
farms.

97



Keywords: insect larvae; size distribution; regression CNN; knowledge transfer; segmentation;
phenotyping; synthetic data; real-time monitoring.

Anomauia. Pozeedenns nuuunox xomax — 3okpema Tenebrio molitor ma Hermetia illucens —
WBUOKO HAOYBAE NPOMUCTIOB020 3HAUEHMHS, WO CTHBOPIOE NOMPEDy 8 ABMOMAMUZ0BAHUX MEMOOAX KOHMPOIIO
pocmy ma po3nooiny po3mipie auyunox. Y yii pobomi npedcmagnerHo epexmusHull nioxio, 3aCHO8AHUL HA
peepeciiniil 320pmKogitl Hetipornui mepedici (RegCNN) i3 3acmocy8aHHAM MeXaHizmy mpancpepy 3HaHs 6i0
yoockonanenoeo 6azamocmynenegozo @enomunygants. OCHOSHUM NAPAMEMPOM SUMIPIOBAHHSA 0OPAHO
WUPUHY TUHUHKU, MOOI AK O0BX’CUHA MA 00 €M GU3HAUAIOMbCA ONOCEPEOKOBAHO 3d OONOMO20I0 NiHIUHUX
peepeciinux modeneu. 11Jo6 minimizyeamu pyuHy po3mMImKy, ce2MeHmayito IUYUHOK BUKOHAHO 3 00NOMO2010
mooeni Mask R-CNN, nasuernoi na cunmemuunux 306pascennsx, cgpopmosanux iz 266 okpemux eK3emniapie
quyunok. Cunmemuuni Oaui 3a0e3neyunu Cmiiky ceemenmayiio 6 winvrux cyerax iz nepexpummsm. RegCNN
HABYANACST HA  NCeBOOYULTbOBUX  3HAYEHHSX —  KEAPMUIAX — WUPUHU — JUYUHOK, OMPUMAHUX 13
bacamocmynenegozo (heHOmMuUny8anHs ma CKOPUSOBAHUX KATOPY8ATbHUMU KOeDIYIEHMAMU, 3ANeHCHUMU GIO0
posmipy. locnioxceno kinoka apximexmyp, exmoqarouu ResNet, EfficientNet ma cneyianvro pospobaeni neexi
modeni. Hatixpawi pesynomamu noxazana ResNetl8: RMSE = 0.131 mm (wupuna), 1.12 mm (0oeacuna), R?
= 0.870, uac ingpepency — 0.30 ¢ na xonmeiinep i3 pozeedeHHAM. 3anponoHo8anull nioXio 3HAYHO NIOBUUYE
MOYHICMb [ WEUOKICMb NOPIGHAHO 3 MPAOUYIIHUMU Memo0amMu (DeHOMUNY8ants, 3abe3neuyiodu
MOJICTUBICIMb MOHIMOPUHSY 8 PeATIbHOMY HACI HA BETUKUX NPOMUCTOBUX (DepMax.

Knrouosi cnosa: nuuunku xomax, posnoodin posmipie; peepecivina CNN; mpancpep 3namns;
ceeMenmayis, (peHomuny8anHs,; CUHMEMUyHi OaHi;, MOHIMOPUHZ Y PedabHOMY YAaCl.

1. Introduction

The expanding demand for protein resources is driving advancement in technologies for
intensive insect larval cultivation. A critical component of process management involves regular
assessment of their dimensions. However, manual measurement proves slow and unreliable due to
scene density and specimen overlap. Consequently, computer vision and deep learning methodologies
are becoming viable alternatives. This work describes a comprehensive approach combining multi-
stage phenotyping, synthetic imagery, and regression-based deep learning frameworks.

2. Materials and Methodology

2.1. Image Acquisition and Preprocessing

Images were captured under commercial conditions using a machine vision system based on
a robotic platform. A GOX-12401C camera (JAI, Denmark) generated 4096x3000 px images.
Preprocessing involved:

. Compensation for uneven illumination
o Distortion correction
o Normalization

. ROI preparation
2.2. Multi-Stage Phenotyping and Identification
Identification was performed using Mask R-CNN through three phases:

1. Training on 200 artificially generated images

2. Automatic mask acquisition for D3.TRAIN with subsequent expansion of the
specimen pool to ~65,000

3. Combined training on synthetic and authentic data utilizing pseudo-labels

Identification was employed to determine larval breadth, construct skeletal frameworks, and
calculate body length and mass through linear frameworks.

98



2.3. Artificially Generated Images
266 individually extracted larvae from D1 were utilized to generate imagery with controlled
overlap and density.
2.4. Linear Frameworks
Based on 266 data points, frameworks were constructed:
. L =f(W)
. V =f(W)
where W = breadth; L = body length; VV = mass (estimated as summation of cylinders along
skeleton).

3. RegCNN for Quartile Breadth Estimation

RegCNN estimates Q1, Q2, and Q3 breadth values from 800x800 input imagery. Evaluated
architectures included: ResNet18/50/101, EfficientNet-b0/b4, MobileNetV2, and custom CNN
designs. MSE loss function and Adam optimizer were employed.

ResNet18 demonstrated the optimal balance between precision and computational efficiency.

4. Results

4.1. Identification Performance
AP50 improved from 75.0% to 79.2% following integration of synthetic and authentic data.
Greatest improvement occurred for small larvae (18-23 mm): +10.4%.
4.2. Parameter Assessment
ResNet18 achieved:
. RMSE(W) =0.131 mm
. RMSE(L) =1.12 mm
. R2=0.870

. Processing time = 0.30 s/container
4.3. Phenotyping Performance
. Traditional method: ~217 s/container

. Accelerated phenotyping: 2.1-11 s/container
. RegCNN: 0.30 s/container (fastest)

5. Discussion

RegCNN with knowledge transfer provides precision comparable to manual measurements
while significantly exceeding traditional methods in velocity. Artificially generated data substantially
reduced annotation labor. The methodology proves resilient to overlap, varying density, and
illumination conditions.

CONCLUSIONS.

The methodology combines advantages of classical computer vision techniques and deep
learning, ensuring precise and rapid determination of larval growth parameters under commercial
conditions. The algorithm is suitable for scaling and implementation in robotic cultivation systems.

REFERENCE.

[1] Majewski P., Zapotoczny P., Lampa P., Burduk R., Reiner J. Multipurpose monitoring system for edible
insect breeding based on machine learning. Scientific Reports. 2022. Vol. 12, No. 1. P. 1-15.

99
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I'punes 1.0., [1aBawok O.M., 3a6o10THa A.O., MopkBa H.C. (Hayionanvnuti ynisepcumem
«/Iveiecoka nonimexuikay, m. Jlvsis, Ykpaina).

IPOTPAMHO-AIIAPATHA CUCTEMA 350PY, AHAJII3Y TA HEUPOMEPEKHOI'O
ITPOI'HO3YBAHHSA METEOITAPAMETPIB.

Anomauia. Y cmammi npeocmasneno pospoOKy RpOSPaAMHO-anapamuoi cucmemu 0as 300py,
nonepeonboi 06pPOOKU MA HEUPOMEPEICHO20 NPOSHO3YEBANHSL MEMEOPONOSIUHUX NAPAMEMPI6 HA OCHOBE OAHUX
ABMOHOMHUX HU3LKOOIOOMCEMHUX Memeocmanyiti. AKmyanbHicme O0O0CHIONCEHHS 3YMO81eHa NOmpebor
RIOBUWEHHS. MOYHOCTI JIOKAIbHO20 NPOSHO3Y8AHHS 68 YMOBAX 0OMENCEHOT KIMbKOCMI CeHCOpI6 | HAA8HOCMI
wymie y oanux. ChopmMoBaHO KOMNIEKCHUL KOHBEEP 0OPOOKU CUSHANIB, W0 OXONTIOE YCYHEeHHs OVOLiKamis,
BUSIBNIEHHA MA PiTbMPayiro 6UKUOIE, IHMEPNOAYII0 NPONYCKIE PI3HOI MPUBALOCTI, 32IA0NCYBAHHS CUSHALIB
ma opmysanHst O3HAK ONsl 2IUOUHHOZO HABYAHHA. 3ANPONOHOBAHO KACKAOHE NOEOHAHMS MEOiaHHO20
Qinbmpa, excnoHeHyitiHo20 KOB3HO20 CEPeOHbO20 MA KIACUUHO20 KOB3HO20 CepeOHbo2o, Wo 3abesnedye
BUCOKY AKICMb ouuweHHsa Oanux. /s npoernozysanns 3acmocosarno LSTM-uodens i3 pozuwupenum Habopom
03HAK, BKIIOYHO 3 NOXIOHUMU GETUNUHAMU MA YUKATYHUMU YACo8UMU nepemeopernamu. Modens 3abesneuuna
BUCOKY MOYHICMb Ha 20pusoumi 24 2o0unu, npodemoncmpysasuwiu R? = 0.952, MAPE = 3.07 ma nusvke
snauenuss MSE. Hasedeno pezynomamu npocHo3y8aHHs ma OYIHEHO CMAOIIbHICMb HABYAHHA MOOEJi.
Ompumani pe3yismamu niomeepoICyioms epexmusHicme 3anpoOnOHO8AH020 NiOX00Y Ma 1020 NPUOAMHICHb
0Nl PO32OPMAHHS 8 YMOBAX JIOKATbHUX  [HMENeKMyalbHUX Memeocucmem, 30Kkpema y  cepi
MIKPOKTIMAMUYHO20 MOHIIMOPUHZY A A2PAPHO20 NPOSHO3VEAHHS.

Knwwuogi cnosa: memeokomniekc, 10Kanbhe nPpOSHO3YE8ANHS, HEUPOMEPEIN’CHI MO0, IHMepnoaayis
Odanux, yacosi psou, oopobka danux, LSTM.

Abstract. The article presents the development of a software-hardware system for collecting,
preprocessing and neural-network-based forecasting of meteorological parameters using data from
autonomous low-budget weather stations. The relevance of the study is driven by the need to improve the
accuracy of local forecasting under conditions of limited sensor availability and noisy measurements. A
comprehensive data-processing pipeline is designed, covering duplicate removal, detection and filtering of
outliers, interpolation of gaps of various durations, signal smoothing, and feature engineering for deep
learning. A cascade of median filtering, exponential moving averaging and classical moving averaging is
proposed to ensure high-quality signal refinement. An LSTM model with an extended set of features, including
derivative values and cyclic time transformations, is applied for prediction. The model provides high accuracy
for a 24-hour forecasting horizon, achieving R? = 0.952, MAPE = 3.07 and low MSE. Prediction results and
model-training stability are demonstrated. The findings confirm the effectiveness of the proposed approach
and its suitability for local intelligent meteorological systems, particularly for microclimate monitoring and
agricultural forecasting tasks.

Keywords: weather complex, local forecasting, neural network models, data interpolation, time series
processing, data pipeline, LSTM.

ITocTanoBka npodaeMu

JlokanpHe MPOTHO3YBAaHHS METEOPOJIOTITYHHUX IMapaMeTpiB BiAIrpae KIOUYOBY POJb Y 3a1adax
MOHITOPHHTY MIKPOKIIMaTy, YOpPaBIiHHS arpapHUMH IpollecaMH, TEXHIYHUMH CHCTEMaMHu Ta
iHppacTpykTypHuMu o0 ’ektamu [1]. Ilpore 3acTocyBaHHS aBTOHOMHHMX HHU3bKOOIOJKETHUX
METEOCTAHI[IH CYITPOBOKYETHCSI HU3KOI0 0OMEXEHb, SIKi 3HIKYIOTh HAaIHHICTh OTPUMAHHX JaHUX.
Taki cranmii 3a3BUyYaii BUKOPUCTOBYIOTh BIJHOCHO HEBEIMKHUA HaAOIp CEHCOPIB: TEMIEparypy,
BOJIOTiCTh, aTMOC(hEpHH THCK Ta OCBITJIeHiCTh. lleil Habip ceHcopiB Qopmye oOMeExeHy
1H()OPMATHBHICTh BUMIPIOBAHbD 1 MIJABUIILYE YYTIUBICTh J0 HIYMiB.

OxkpiM 1bOTrO, JaHI, OTPUMaHI 3 HEAOPOTHUX CEHCOPIB, YacCTO MICTATh IyO:ii, MPOIYCKH,
KOPOTKOYACHI CIIECKU a00 3CYBHU, CIIPHUMHEH1 K TEXHIYHUMH TOXUOKaMH, TaK 1 3MiHAMH 30BHIIIHIX
yMOB. 3a BIJICYTHOCTI SIKICHOTO TONEPEIHHOTr0 OOpPOOJEHHS 1€ MTPHU3BOIUTH IO CYTTEBOTO
MOTIPIIEHHS TOYHOCTI MOJIEeJIel MPOTHO3yBAHHS.
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[Tpobnema ycKIaaHIOETHCS THM, IO KJIACUYHI MIAXO0IU 0 3TJ1aKyBaHHS Ta IHTEPIIOJIALIT He
3aBXKAM KOPEKTHO MPAIlOIOTh Ha Maiux HaOopax mapaMeTpiB i MOXKYTh a00 BTpadyaTd BaXKIIUBI
3aKOHOMIPHOCTI, 200, HaBMaKW, CTBOPIOBATH IITY4HI TeHeHIlii. Tomy mocrae morpeda y mooyaoBi
IUTICHOTO KOHBeEpY OOpOOKM JaHUX, 37aTHOTO HAAIMHO OYMIIYBaTH, BITHOBIIOBATH Ta
CTPYKTYpYBAaTH iH(GOpPMAIIiIO Iepe nepeiadeto 10 MoJiesiel TTMOMHHOTO IPOTHO3YBAaHHS.

OTrxe, aKTyaJbHOIO TIPOOJEMOI0 € pO3poOJNEeHHS HaMIHHOI CHUCTEMH JIOKaIbHOTO
IPOTHO3YBAaHHS ITOTO/I HA OCHOBI aBTOHOMHHX HEJIOPOTHX CEHCOPIB, siKa 3a0€31euyBaTUME BUCOKY
TOYHICTH MTPOTHO31B 32 YMOBH HAsIBHOCTI OOMEXEHHX JIaHUX Ta LIyMiB.

AHaJIi3 OCTaHHIX myOJiKamin

VY cydacHiil miTeparypi, JIOKaJIbHE NMPOTHO3YBaHHS METEOPOJIOTIYHUX IMapaMeTpiB YMOBHO
MOXXHa PO3JUINTA HA JIBa MIAXOIW: BHUKOPHUCTAHHS TMOBHUX NPO(DECIHHUX CTaHIIH 3 BEIMKOIO
KUTBKICTIO CEHCOPIB Ta HEIOPOTUX aBTOHOMHUX METEOCTAaHIIIi 3 00MEKCHHM Ha0OpOM MapaMeTpiB:
TeMIIepaTypa, BITHOCHA BOJIOTICTh, aTMOC(HEPHUHN TUCK Ta OCBITJICHICTh. [lepiuii miaxin 3abe3mneuye
BUCOKY TOYHICTb 1 JieTaii3allio MporHo3iB, aje norpedye 3HaYHUX (HiHAHCOBUX BUTPAT Ta CKIIAAHOT
iH}pacTpyKTypH, MO 00MEXy€e HOro 3acTOCYyBaHHS B JIOKAIBHHUX 1 BiIajJeHUX yMoBax. Jpyruii
MiJXiJT € EKOHOMIYHO €(pEKTUBHUM 1 MacIITabOBaHUM, IPOTE OOMEKEHUI HAOIp CEHCOPIB 1 BUCOKA
MIHJIMBICTh MIKPOKIIIMATy CTBOPIOIOTH CKJIAJTHOCTI AJIsi TOOYIOBH TOYHHUX MOJIEJIeN TPOrHO3YBaHHS.

Knacuuni metoau uncensHoro nporuozyBanus (NWP), onucani Bopaepom [2], BuMararoTh
TUCSY TTapaMeTpPiB 1 CYMEepKOMITIOTEPIB, TOAL SK MPOIIOHOBAHUH MiaXia 0a3yeTbcs Ha JIOKATBHUX
nmanux 1 ML. IcHyroui pileHHs A7 MPOTHO3YBaHHs HA 0a31 HEIOPOTHX CTaHII BUKOPUCTOBYIOTh
KJIACHYHI CTaTUCTHYHI MeToau abo mpocTi yacoBi paau [3]. Taki migxoam 4acto HE BPaxOBYIOThH
IIYMH, POMYCKU a00 KOPOTKOYACHI CIIJIECKU 3HAU€Hb, IO CYTTEBO 3HUKYE TOUYHICTH MPOTHO3IB.
BukopucTaHHS KOMITJIEKCHOTO KOHBEEPY OOpOOKHM JaHUX, SIKWW BKJIIOYAE BUAAJICHHS TyOJiKaTiB,
BUSIBIICHHS aHOMAJlil, IHTENEKTyalbHEe 3allOBHEHHS MPONYCKiB Ta MOOYyAOBY O3HAK JUIs
HEHpPOMEpEeIKHUX MOJIeNeH, 103Boisie €(PEeKTHBHO MpAIIOBATH HAaBITh HAa OOMEXEHHX Habopax
rnapameTpiB.

VY npexacrapneHiit poOOTI OCHOBHA yBara 30cepekeHa Ha IPOrHO3YBaHH1 KOPOTKOCTPOKOBUX
3MiH TEMIEepaTypyd TOBITPS 3 TOPU30HTOM 24 TOAMHM Ha OCHOBI J@aHUX 3 AaBTOHOMHHUX
HU3BKOOIO/KETHUX METEOCTaHIN. 3anporoOHOBAHMM MIAXIM 03BOJSE TMIABUIIUTH TOYHICTh
IPOTHO3IB 1 3a0e3Meuye OnepaTUBHUI MOHITOPHHI MIKPOKJIIMaTUYHUX YMOB Y JIOKQIbHUX YMOBaX,
10 pOOUTH HOro 0COOIMBO IHHUM JJISl arpapHUX T'OCHOIAapPCTB, MAJIUX MIANPUEMCTB Ta PETiOHIB 13
00MEXEHHM JIOCTYIIOM JI0 IIEHTPaIi30BAHUX METEOPOJIOTTUHUX JIaHUX.

MeTa po60TH Ta NOCTAHOBKA 3aBJaHb

Mera  poborm: Po3pobka  mporpaMHo-amapaTHOi ~ HEHPOMEpPEXKHOI  CHUCTEMHU
KOPOTKOCTPOKOBOT'O BUCOKOTOYHOI'O IMPOTHO3YBAHHSI METEOPOJIOTTYHUX MapaMeTpiB (TeMIeparypu,
BOJIOTOCTI, THCKY Ta OCBITJIEHOCTI) Ha OCHOBI [JaHMX 3 aBTOHOMHHUX HM3bKOOIODKETHHX
MereocTaHIid. s 1boro HEOOXIAHO CTBOPUTH KOHBEEP OOPOOKH MaHUX, SIKUU 3a0e3rneuye
OYUILEHHS, IHTEPHOJIALI0 Ta POpMyBaHHS O3HAK MEpes MO0JIauet0 B MOJENb, @ TAKOX peasli3yBaTH
IIPOrHO3YBaHHS Ha TOPU30HTI A0 24 TOAMH.

ITocTanoBka 3aB1aHb:

1. Po3pobutu cucremy 360py Ta HoINepeaHbOi 0OPOOKU JaHUX 3 ABTOHOMHHUX METEOCTaHLIN y
pealbHOMY Yaci.
2. TlpoBectn oumIEHHS JaHWX, BKIIOYAIOUYM YCYHEHHS IyOJiKaTiB, MPOITYCKIB Ta aHOMAIIIN Yy

BHUMIPIOBAHHSX TEMIIEpaTypH, BOJIOTOCTI, TUCKY Ta OCBITJIEHOCTI.

3. 3acrocyBaTH METOIHM IHTEPIOJIAIIII Ta 3T KYBAHHS JTaHUX [T IOKPAICHHS SKOCT1 CHTHAITY

Ta MiJArOTOBKH HOTO Il MOJIeIeH MPOrHO3YBaHHS.

4. CrBoputu Habip O3HAK Ha OCHOBI YacOBHUX psJIiB Ta JOJATKOBUX TpaHchopMarlii

(mudepeHIianpHl 3HAYEHHSI, CHHYCO- Ta KOCHHYCO-TIEPETBOPEHHS 4acy) Ul MOJAJIbIIOro

HaBYaHHS HEUPOMEPEKI.
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5. Po3poburu ta HaBunt LSTM-Mozens A1 MpOrHO3yBaHHSA METEOPOJIOTUHUX ITapaMeTpiB Ha
TOpPHU30HTI 24 TOJMH 1 IepeBipUTH 11 €PEeKTUBHICTh HA PEATbHUX JaHUX.

IIporpamHo-anapaTHuii KoMILIeKC 300py AaHuX Ha 6a3i ESP32.

Po3pobnennii KOMIUIEKC Mae JIBi OCHOBHI YacTHHH: amapatHy Ta mnporpamuy. Cepuem
arapaTHOi YacTMHM BUcTynaTMe MikpokoHTposiep ESP32. Takuit BuOip 3yMOBICHHI HOTO HU3BKUM
eHeprocrnoxubanusaM, BOynoBHuM WIFI i Bluetooth MomynsiMu Ta HU3BKOIO BapTICTIO i HASBHICTIO
HE0OXiTHO1 KiabKOocTi mopTiB. CeHcopamMu BHCTYHNATHMYTh TaKi MOJYJIi: CEHCOp TeMIlepaTypu
DHT22, nporpamuo BinkaniopoBuuii potopesucrop ta 6apomerp BMP380. Takuii HaOip ceHcopiB
HaJacTh 3MOTY BUMIPIOBAaTH TEMIIEpaTypy, BOJIOTICTh, PIBEHb OCBITIECHOCTI i aTMOCHEpHUIN THUCK.
AmnapaTHa YacTMHa TaKOX BKIIOYAaTHME MOJYJb TCOMO3MUIIIOBAHHA Uil BHU3HAYCHHS
MICIE3HAXOJKEHHS KOMILJIEKCY.

B3aemomist ESP32 3 cepBepHOIO YacTHHOW BiIOYBaeThCs NUIsAxoM BukopuctanHs HTTP-
sanuTiB mo JsokanbHiH WIFI-mepexi. Hamami wmoxkmuBuii nepexin Ha MQTT-mportokon mis
BIIPOBA/KEHHSI apXiTEKTypH, opieHToBaHOi Ha naHi (Data Driven), mo ocoOIuBO JOLIIBHO IS
METEOKOMILIEKCIB [4].

[TporpaMHa yacTvHa BKJIIOYa€e 3 OCHOBHI eneMeHTH. PiBeHb cepBepHOi 0OpOoOKH BKIIIOYAE
cepBep Ha Express.js, sskuii GyHKIIIOHATBHO 3’ €IHY€E BCl MOYJIi M’k 00010 Ta aHamiTHIHMi Python-
MOJIysb. MOro OCHOBHMM NPH3HAYCHHAM € TOJANbIIa 06po0Ka JaHHX, 10 BKIOYaTHME (QyHKI
BUSIBIICHHSI aHOMAaJIiii, BUKUIB Ta MOOYIOBU IIPOTHO3IB.

PiBenp 30epiranns nanmx: 6a3a manux 3 CYBJl MySql mns 36epiranus iHbopMarii mpo
CTaHIii, aBTOpHU3aIliifHy iHPOpMaLito Ta Oe3MOCepeAHbO BUMIPH 3 CTaHIIil Ta rpadivamii iHTepderic
KopuctyBaya y posii Web-3acrocyHky, crBopeHoro Ha Next.js. KomyHikaris MoayiiB BinOyBa€eTbcs
3a ponomororo HTTP-3amutiB y Bigmosimocti mo REST-mimxoxmiB. IHTepdeiic kopucTyBaua
MICTUTUTh B cO01 aBTOpU3aLIHHUNA MOIYJNb, TAHENb Ui HaJalllTyBaHHS CTaHILINA, OJIOK MeperysiLy
BUMIpIiB Ta aHATITHYHHNA O6J10K. CTpYKTypHa cXeMa po3po0JIEHOT0 KOMILIEKCY 300pakeHa Ha puc. 1.

CTPYKTYpHa CXeMa KOMNAeKcy MeTeocTaHuii

AnapaTHa YacTHHa \
«hardware»
|
ESP32 + ceHcopm
(TemnepaTtypa, BonoricTe, OcBiTneHicTs, BapomeTp, GPS)
HTTP-2annTw 3 aBTOpW3aUiElD
MporpaMHa 4acTuHa)\
CepeepHa 4 ac‘ruua\
«backend»
Ll
Express.js Server
Mepepnaya panwx ons obpobrn REST API 3anuTW KOpUCTYBa4a
AHAR RS, . IHME\“'C Knpm:ryna-la\
«@a]yﬁcs» \Qontend»
= o
Python-aHaniTuka 36epemaHHA/OTPUMaHHA naHnX] i ; o
(AHomanii, Buknaw, MporHosn) Next.js Web-iHTepdeiic
YuTaHHRA/3anuc pesynsTaTie aHanisy
36epiraHHa p.auux\
«database»
]
MySQL ba3a naHux

Pucynok 1. CTpykTypHa cxemMa mporpaMHO-arnapaTHOr0 METEOKOMIIEKCY.

3a 101oMOror0 KOMILIEKCY 3 IPOTHO3yBaHHS METeoNnapaMeTpiB 3/11HCHIOETbCs Oe3nepepBHUMA
30ip METEOpOJIOTiuHUX JAHMX 3 anapaTHOl YaCTHHU B PEXHMI peanbHOro yacy. OTpumani naHi
MPOXOJATh TMOMEpeHI0 O00poOKy, L0 BKIIOYA€E (QUIBTPALIO IIyMiB, BUSBICHHS Ta KOPEKIIIO
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BUKH/IIB, ITCJIS YOTO BOHH BUKOPHUCTOBYIOTHCS JIJIsl TIOOYAOBH IMPOTHO3HKUX MOJIEIICH TeMIepaTypH 3
BHUCOKOK TOYHICTIO.

OuunineHHs JaHuXx

Jlyist mpoBeZIeHHS aHATi3y Ta MPOTHO3YBAHHS JaHI MIEPETBOPIOIOTHCS Y peryisipHy (gridded)
YacOBY CITKY 3 AMCKpeTHIcTIO 10 XBrIMH. Y BHITaJIKaxX BiJICYTHOCTI BUMIpPIB JIJIsl TIEBHUX YaCOBUX
TOYOK YTBOpPIOIOTHCS mporryck (NaN), sxi Hamami OyayTs oOpoOieHi MeTogaMu iHTepHossmii. ¥
JIOCJIIJDKEHHI Tlepea0adaeThCss BUKOPUCTAHHS HA0OpYy MaHHMX IMPOTITOM OJHOTO MICAIs, IO,
BpPaxoBYIOUM OOpaHy AMCKPETHICTh BHMIpIOBaHb, 3a0e3Ieuye JOCTATHIO KUIBKICTh TOYOK IS
e(heKTUBHOI'O HAaBYAaHHS Ta OIIHKA MOJEN IPOTrHO3yBaHHA. BiamoBigHuii rpadik 3 peryaspHOIO
4aCcOBOIO CITKOIO HAaBEJICHUH Ha puUC. 2.

Gridded temperature

—— temperature
35

30

25 | '

20

A

27 " o3 10 17 24

\

Pucynok 2. Temneparypuuii rpadik 3 peryasipHOI0 4acOBOIO CITKOIO (IUCKpeTHICTH 10XB.).

Ha rpadiky BugHO, 110 Yepe3 TeXHIYHI 0COOIMBOCTI 300py JaHUX BUHUKAIOTH MPOITYCKU. [is
OJTHOTO JIHS TOUIJIBHUM € 3aCTOCYBaHHSI CIUIAHOBOI 1HTEPIOJISILIIT APYroro MOPSIKY, IO JT03BOJISE
OTPUMATH TJIAJIKHIA CUTHAJ Ta 30€PErTH JIOKAIbHY CTPYKTYPY KOJIUBAHb.

Interpolated temperature

—— temperature
3541

30

1 I

20 [

5] | :

o vt NV‘{

51 " W
= P

27 " o3 10
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Pucynok 3. TemneparypHuil rpadik 3 iHTEpIIOJIbOBAHUMH JAHUMH B MEKaX HEBEIMKHX MPOITYCKIB.

Sk BuAHO 3 puc. 3, ciailHu e()eKTHBHO 3alOBHIOIOTH JIOKAJIbHI MPOTalIMHHU, 30epirarodu
3arajibHy JMHaMIKy Ta 3aKOHOMIPHOCTI TemriepaTypHoro curtany. lle BinOyBaeTbcs yepes Te, 1110
CIUIAalfHM anpoOKCHMYIOTh ICHYIOUI TOYKH, BPaxOBYIOUHM CYCIJIHI 3HA4Y€HHS, 3aBASAKH YOMY
30epiraeThCsl TPEHAM Ta JIOKAJIbHI1 KOJIMBAHHS CUTHATY 0€3 CTpUOKIB.

HactymauMm etarmom oOpoOKH € 3alOBHEHHSI JJAHWX TUX JHIB, /IS SKMX HasBHA JIUIIE Maja
KUIBKICTh BUMIpIB a00 BOHM B3araji BiJICyTHi. B pesynbTaTi aHamizy CTpyKTypH CHTHaiy OyIo
00paHO METOJT 3BaXKEHOI IHTEPIIOJISIT HA OCHOBI aHAJIOTIYHUX YaCOBHX TOYOK Y CYCITHIX JHSX.
Ko’xHe BiZICyTHE 3HaUE€HHS OLIIHIOETHCS SIK 3BaXKEHA CEpeIHs 3HAYCHb Y THUX CAMUX YACOBUX TOYKAX
HaNOMMKYMX 3a JIaTOI0 AHIB, IPUUOMY OUIbIY Bary HaJaroTh OUIbIN OJIM3BKUM Yy yaci AHsIM [5].
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Takuii maxig JD03BOJIIE BIHOBUTH BIJACYTHI AaHi, 30€pirarouM CE30HHY Ta JOOOBY CTPYKTYPY
curHany. Bingnosiguuii rpagik 300pakeHuii Ha puc. 4.

Filled temperature

—— temperature
35 A

30

25

204

15 4

Nov

Pucynok 4. Temneparypuuii rpadik 3 IHTEpIOJILOBAHUMH JaHUMH B MEKaX BEJIMKHUX MPOMYCKIB.

[Ticns BUKOHAHHS BCIX BHINE3a3HAYCHUX €TaliB TIOMEPEAHBOI OOPOOKH OTPUMAHO
Temneparypuuii rpagik. OTpuManuii rpagik MiCTUTh TOBHICTIO OUHMIIICHI TA BiTHOBJICHI 3HAYEHHS Ta
MO’€e BUKOPHCTOBYBATHUCS SIK OCHOBA JUIS NOAJIBIION0O aHAII3Y Ta MOJICITIOBAHHS.

BusiBiienHsi BUKuIiB Ta GpiibTpanis

B mporeci 360py MeTEOpOJIOTIYHMX JAaHUX YacTO BUHMKAIOTh aHOMaJbHI 3HAYCHHS —
BUKHJIY, 110 HE BIAMOBINAIOTh (Qi3WUHIN nuHaMimi curHamy. [IppuuHamMu iX MOSBU MOXYTh OyTH
TeXHIuHI 3001 CEHCOpiB, MEepEepUBAHHS 3B’SI3KY 3 alapaTHOI0 YaCTUHOI a00 BUIIAJKOBI TOMUIIKU
BUMIpIOBaHHA. BUKHIIM CYyTTEBO CHOTBOPIOIOTH CTATUCTHYHI XapaKTEPUCTUKH CHUTHATY, IO MOXKE
IPU3BECTH /10 HEKOPEKTHHUX pe3yabTaTiB IpH IPOrHO3yBaHHI TemIeparypu abo BHUSBIIECHHI
3aKOHOMIPHOCTEH.

J111s1 BUSIBJICHHSI aHOMAJIBHUX 3HAUEHb Y PO3POOJICHOMY KOMIUIEKCI BHKOPHCTOBYBAIHCH TPH
meroau: Z-score, Modifiable Z-score (MZ-score) ta IQR (inTepkBapTHIbHUI po3Mmax ). KoxkeH MeTo
3aCTOCOBYETHCSI 3 BIANOBIAHMMHU moporamu (max z=2.5, max_mz=3.5, iqr_multiplier=1.5), mo
JI03BOJISI€ BUSIBJISITU SIK OKpeMI1 pi3Ki BUKHM/IM, TaK 1 MOMIpHI BIAXUJICHHS BiJ] TUIIOBOTO CUTHaly [6].
BusiBneni Bukuan BigoOpaxkaroTbes Ha rpadiky (Puc. 5), mo gae 3Mory Bi3yalbHO OLIHUTH iX
po3moin y yaci Ta jokamnizauito. [licns inenTudikarii Taki 3Ha4eHHsSI MOXKYTh OyTH BUKIIIOUEHI abo
CKOpHUTOBaHi MiJl Yac IMomNepeaHboi 0OpoOKM AaHuX, 110 3a0e3nedye OUIbLI TOYHE Ta HajilHe
IPOrHO3YBaHHS TEMIIEPATypH Ta IHIIUX METEONapaMeTpiB.

temperature with all outliers

—— temperature
@ z_score outliers
® igroutliers
mz_score outliers

354

301

temperature

15 4

10 1

T T T T T T T T T T T
2025-10-21 2025-10-25 2025-10-29 2025-11-01 2025-11-05 2025-11-09 2025-11-13 2025-11-17 2025-11-21 2025-11-25 2025-11-29
created_at

Pucynox 5. Temmneparypuwuii rpadik 3 moO3HAYCHUMH TOUKaAMU-BUKUIAMHU.
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Cripg 3a3HauMTH, IO JESKi BEIHKI IMKU CUTHATY BU3HAUeHI MeTogamMu MZ-score Ta IQR sk
BUKHJIM, X0Ya BOHH YacTKOBO BiJOOpaXKalOTh 3arajibHy TEHACHIII0 cHUTHany. Uepe3 TexHiuHi
0COOJIMBOCTI CEHCOPIB 111 eKCTPEMaIbH1 3HAYCHHS HE 3aBXIH BiI0OpaKatoTh peasibHI METEO(PaKTOPH,
TOMY JUIS TTOJIAJIBLIIOTO aHAJIi3y Ta MPOTrHO3YBaHHS BOHH MOTPEOYyIOTh (iabTpartii.

Jyist moriepe THbOT 00POOKU Ta 3TIIaKyBaHHS CUTHATY JOLIJTBHUM € 3aCTOCYBaHHS KacKaIHO1
KOMOiHaIi1 MelilaHHOTO (iIbTPa, EKCIIOHEHIIMHOTO KOB3HOTO CEPEIHBOTO Ta 3BUYaifHOTO KOB3HOTO
cepennporo [7]. Takuit miaxix MoeaHye MepeBaru KOKHOTO METOY:

1. Meniaaauii ¢uIbTp (po3Mip BikHA = 6) eDEKTUBHO BHIAISE KOPOTKOYACHI CIUIECKH Ta

IMITyJIbCHI BUKHJIU, HE CIIOTBOPIOIOYH 3aralIbHOT CTPYKTYPHU CHTHAIY;

2. Exkcnonenuniiine koB3He cepenne (o = 0.15) 3abe3meuye ImiaBHE 3BaKyBaHHS OCTAaHHIX

BUMIpIB, JO3BOJISIFOUM IIBUAKO PearyBaTH Ha JIOKAJIbHI 3MiHU CUTHAJY, 30€piratouu TpeH/;

3. Knacuune koB3He cepenHe (BIKHO = 6) JOAATKOBO 3TJA/DKYE 3UIIKOBI KOJHMBAHHS,
3a0e3Meyyroun pIBHOMIPHUM CUTHAM JUIsI TOAABIIONO IPOrHO3YBaHHS.

KoMmOiHamiss 1ux Tpbox OGUIBTPIB 103BOJsE €(OEKTUBHO YCYHYTH IIyM Ta aHOMAJIi,
30epiraroun (pi3UYHO 3HAUYYII OCOOIMBOCTI CUTHAIY Ta JOOOBY/CE30HHY CTPYKTYPY METEOJTaHMX.
Takuii KaCKaAHWHA MIAXiJ € ONTHMAJIBLHUM JUIS MiATOTOBKH JaHHUX JO MOJEICH MPOTHO3YBaHHS
TEMIIEpPaTypH Ta IHIIKUX MeTeonapaMeTpiB. 3aCTOCyBaHHS Takoro (GibTpy 300paxeHo Ha puc. 6.

Temperature Median->eMA->MA filtered

35 A

30

25

20

15 A

\

—— temperature_filtered_Median->eMA->MA

27 03 10 17 24

MNowv

Pucynok 6. [IpodinbrpoBanuii rpadik curHaizy 3a JOMOMOTOI0 KacKaJHOI KOMOIHAIIT Me/1IaHHOT O
¢b1IbTpa, eKCIOHEHLIHHOTO KOB3HOTO CEPEAHBOI0 Ta 3BUYAITHOIO0 KOB3HOI'O CEPETHBOTO.

3acTocoBaHMM KacKaJHUN QUIBTP e(PEeKTUBHO yCyBa€ BUCOKOYACTOTHI KOJIMBAHHS CUTHAIY,
pobnssun rpadik maibke Oe3lMTyMHUM, TPH IbOMY 30epiraerbcsi 3araibHa (opma Ta JUHAMIKa
TEMIIEPATYPHOTO CUTHAILY.

Jlis MOpIiBHSHHA HIDKYE HABEIEHO pe3yibTaT 3acTocyBaHHS (inbTpy Casitcbkoro—I onas
TPETHOro NMOPSAAKY (pHC. 7), IKUI apOKCUMY€ CUTHAJ MOJTIHOMAaMHU TPEThOTI'O CTYIEHs Ta 0OUUCITIOE
KoB3He cepeaHe [8]. Lleli meron moka3aB JiemIO TipHIMK pe3yabTaT, OCKUIBKM YaCTHMHA KOJIMBAaHb
3aJUIIMIACSA, L0 MOTEHLIHHO Morja 0 HEraTMBHO BIUIMHYTH Ha SIKICTh HaBYaHHS MPOTHO3HUX
MOJIEIICH.
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Temperature SavGol filtered

—— temperature_filtered_savgol

Pucynox 7. [IpodinsTpoBanuii rpadik curraiy 3a gonoMororw ¢iastpy CaBiTchkoro—I oes.

KpiM Toro, Ha okpeMHX AUISHKAX CHOCTEPIraeThCs JIOKAJIbHE 3TJa/HKyBaHHS IMIKIB, IO
NPU3BOJMUTH 10 YaCTKOBOi BTPATH BAXKIMBUX 3MiH y AMHAMIIi TeMmreparypu. Y MiJICyMKY Takui
MeTo[ (inpTpallii He 3a0e3meuye JOCTaTHROTO OaaHCy MIXK MPHUAYIICHHSIM LIyMYy Ta 30epexeHHIM
TPEHY, 0 POOUTH HOTO MEHII MPUAATHUM ISl TIOAATBIIOTO HABYaHHS MO/IEI.

Mo0ynosa LSTM

JIyist IpOTHO3YBAaHHS TEMIIEPATYpPH Y PEKUMI PEATBHOTO 9acy B PO3pOOJIECHOMY KOMILIEKCI
Bukopuctana LSTM-Mepexa 3 6araropiBHEBOIO 00pPOOKOI0 Ta JiebTa-IIISIMH, IO J03BOJISIE MOCITI
e(eKTUBHO Bi0OpakaTu JUHAMIKY CHTHAITy HAaBIiTh y BUMAIKaxX IIyMHUX a00 HEMOBHUX AaHuX [9].
3amicTh MPOTHO3YyBaHHS aOCONIOTHUX 3HAYEHb TEMIIEpaTypH MOJIENb HABYAETHCS MependadaTu
3MIHM CUTHAJy Ha Pi3HUX FOPU30HTAX, IO JO3BOJISIE 30CEPEAUTHCS HA TEMITaxX 3MiH i 3MEHIIUTH
BIJIMB CE30HHUX KOJHMBaHb Ta JIOKAJIbHHUX IIymiB. Takuii miaxin 3abe3meuye Ouibin cTallabHI Ta
Gbi3uYHO aeKBaTHI IPOTHO3H (pHC. 8).

10

—— History
Forecast
e Truth

&8 4

LLE [\

=)
=Y

0.0 T T — T T T T T
0.011-18 12 11612 00 11-19 DM 11-2000 0.6 11-2012 0.B1-21 00 11-2D12

Pucynox 8. IIporno3 mozeni B MOpiBHAHHI 3 ICTHHUMHU 3HAYCHHSIMHU.

Bxigni o3Haku Mozeni QOpMyIOThCs He Juile 3 0a30BUX MapaMeTpiB — TeMIEpaTypu,
BOJIOTOCTI, TUCKY Ta OCBITJIICHOCTI, a i 3 TOJATKOBUX TpaHCPOpMaIllii Ta MOXiAHUX BEIMYMH, TAKUX
SK Jorapu(M OCBITIIEHOCTI, CHHYC 1 KOCUHYC TOJIMHU JOOH, a TaKOX PI3HHUII MK TOCIITOBHUMHA
3HayeHHAMHU mnapametrpiB (pressure diff, humidity diff, lightness diff). Lle no3Boxasie monemni
BIJICTe)KYBATH JIOKAIbHI TPEHIU Ta JUHAMIKy KOJMBaHb CUTHAITY, 30epiraroud (i3M4HO 3HAUYIII
CTPYKTYpH Ta JOOOBI i CE€30HH1 3aKOHOMIPHOCTI.

ApxiTeKTypa Mepexi moOyJoBaHa TaKUM YHHOM, 1100 MaKCHUMaJIbHO BpaXxOBYBaTH CKJIaJ/IHI
B3a€MO3B’ 13K MK o3Hakamu. Bidirectional LSTM no3Bosisie Mepexi aHalli3yBaTH CUTHAN SIK Y
HaANpPSIMKY 4acy BIIEpe, Tak 1 Ha3aJ, 10 BaXKJIUBO JJI1 METEOCUTHAIIB, JIeé KOPOTKOYACH1 3MIHHU 4acTo
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3aJIe)KaTh BiJl JOKaIBHOI TEHJEHIIIT B 000X HampsMkax. Dropout-mrap micist LSTM 3acTocoByeThes
JUI peryssipu3allii, 3MEHIIYIOUM KOpENALil0 MDK HEHpoHaMHM Ta 3amo0iraioyu IMepeHaBYaHHIO.
BatchNormalization HopMasizye mpoMi>KHI TPEICTABIICHHS] CUTHAITY, MIOKPAIYIOYU CTA0UIBHICTD Ta
MIBUJIKICTh HaBYaHHS, a Dense-miapu Ha BUXOJI MEPETBOPIOIOTH OaraToOBUMIpHE MPEACTABICHHS
LSTM y nporso3Hi IeJIbTH TEMIIEpaTypH sl KUTbKOX TOPU30HTIB, 3 HETIHIHHOIO TpaHC(hOopMalli€ro
ReLU nunis 3axomienns ckinaauux marepHis [10].

[Tonepennst 06poOKka MaHUX BKIIIOYAEe cTaHAapTu3aiito o3Hak (StandardScaler), dinpTpariro
IIyMiB Ta 3allOBHEHHS TPOIYCKiB, 110 3a0e3nedye aleKBaTHY SAKICTb CHUTHATY JIsi HAaBYAHHS.
BukopucTaHHs MOXiJHUX 03HAK 1 JeNbTa-IIUICH JO3BOJISIE MO «JIOBUTHY CYTTEB1 3aKOHOMIPHOCTI
CHUTHAaIy, a He moBepxHeBi konuBaHHs1.I1 apamerpu mobynoBaHoi Mojeni nogani B Tabmmmi 1.

Tabmuus 1 — [Mapamerpu nodynoBanoi LSTM nns mporHo3yBaHHsI MeTeonapaMeTpiB
[TapameTp

TlosicueHHs

BikHo icropuynux maHux Window

BuzHauae KiTbKICTh TOMEPEIHIX YaCOBHX KPOKIB, SKi
MOJAIOThCA HAa BXiA MoJem Ui IepeadadeHHs
MalOyTHBOI TEMIIEpPaTYpH.

Osnaku (features): temp smooth,
humidity, pressure, lightness_log,
hour_sin, hour_cos, pressure_diff,
humidity diff, lightness_diff

Bximro4aroTh OCHOBHI MeTeOTapaMeTpH Ta
ix Tpancdopmariii, o JONOMararmTh
Mepeski BpaxOBYBaTH TEHJCHIIIT Ta JOOOBI IIUKIIH.

Bidirectional LSTM, 128
HEHpOoHiB, return_sequences=1rue

Jlo3BoJIsIE MEpEKi OHOYACHO

AmHaizyBaTH TIOCIIZIOBHICTh B 000X HampsMKax Ta
nepenaBaT MOBHY IMOCTIIOBHICTD Jauli /Uil HACTYITHHX
Iapis.

Dropout 0.3 micns nepmoro LSTM

3MEHINyE PU3WK IMEePEHABYAHHS IIIJITXOM BHITAIKOBOTO
BukroueHHs 30% HEHpOHIB 1ij] Yac TpEHYBaHHS.

BatchNormalization micias
nepmioro LSTM

Hopwmarnizye BuxigHi 3Ha4eHHS 1Iapy, 10 cTadLIi3ye Ta
MIPUCKOPIOE NPOLIEC HABYAHHSL.

LSTM 64 uelipoHu,
return_sequences=False

Jlpyruil pekypeHTHH 1map miJcCyMoBYe iH(pOpMaIlito no
BCIH MOCHIIOBHOCTI 151 (POpMYBaHHS KOMIIAKTHOT'O
NIPEJICTABICHHS O3HAK.

Dropout 0.3 micns gpyroro LSTM

JlonatkoBO 3MeHIIye nepeHaB4aHHs apyroro LSTM
11apy, MiJIBUILYIOUH y3arajibHIOBAIbHY
3JIaTHICTh MOJEJII.

Dense 64 HelipoHu, akTUBaIlis
RelLU

HlinpHuit map Juid  HediHiIMHOT 0OpoOKM O3HaK 1
HiATOTOBKHU /10 (PiHAJIBHOIO MPOTHO3HOTO BEKTOPA.

Dense 8 HeiipoHiB Ha BUXO/1

Buxinnuit map ¢hopMye nIporHos3Hi 3MiHH TeMIepaTypH
JUTst 8 4aCOBUX KPOKiB Briepes (3—24 roauHn).

OnTumizatop Adam, learning rate
0.001

BukopucTtoByeTbcs UIsl alaliTUBHOTO OHOBJICHHSI Bar
MOJIEJII IT1]1 YaC HaBYaHHS 3 ONTUMAJILHUM KPOKOM.

®yukuis BTpat: MSE

OuiHIOE TOYHICTH MPOTHO31B, MIHIMI3YIOUM CEpeaHii
KBaJpaT pI3HUII MDK nepeadayeHuM Ta peaJbHUM
3HAYCHHSIM TeMIIEPATypH.

Callbacks: EarlyStopping,
ReduceLROnNPlateau

J103BOJISAIIOTH ABTOMATUYHO 3YNUHSATH HAaBUaHHS IMpU
BIJICYTHOCTI TMOKpAIleHHS Ta 3MEHIIYBaTH UIBUAKICTh
HaBYaHHS JIJIs IOCATHEHHs Kpaloi KOHBEpreHIii.

Enoxu vaBuanus: 70

KinpkicTh NpoOXoaiB dYepe3 BeCh HaBYAIbHUI HaOip
JAHUX M1J] Yac TPEHYBaHHS MOJEJIL.

Po3wmip makera (batch size): 32

BusHauae KibKiCTh 3pasKiB,

107




00poOIIOBaHMX OJHOYACHO TIepe] OHOBJICHHSM Bar
MOJel.

Ha npukiani mporHo3y Ha cepeHy HasiBHOTO CUTHaNY (puc. 8) BUIHO, IO MOJEIb 3/IaTHA
TOYHO BIATBOPIOBATH peajibHI KOJMBAHHS TeMIEPaTypH, 30epiraroun (popMy CHUTHAIY Ta JIOKaJIbHI
tenaeHii. [Iporao3 Ha MaitOyTHe (puc. 9) AEMOHCTPYE CTAOUIBHICTH Ta aJIEKBATHICTh MOJICN1 HABITh
JUTSL HEBIJIOMHX 3HAYEHb, 10 € KPUTHYHO BAXKIIUBUM JUIS IPOTHO3YBAaHHS HA PiBHI CTAHIIIH.

8 —— History
Spline
e Points

T T T T T T
11-26 00 11-26 12 11-27 00 11-27 12 11-28 00 11-28 12

Pucynoxk 9. IIporaos moperi.

OO0paxoBaHi METPUKH SKOCTI IPOTHO3Y MOKa3yl0Th BUCOKY TouHicTh: MAPE = 3.07, MSE =
0.182, R? = 0.952, mo cBiIYUTH MPO HU3BKY CEPEOHIO BIAHOCHY MOMMUIIKY, HEBEJIHUKE CEPEIHE
KBaJpaTHYHE BiIXWJICHHS Ta BUCOKY IOSICHIOBAJIbHY 3[aTHICTH Mojeli. ['padik HaBYaHHS MOJel,
300paxenuii Ha puc. 10 gemoHcTpye 3MiHy (pyHKLIi BTpaT A TpeHYBaJdbHOI Ta BajijauiiHOl
BuOipku (loss Ta val _loss).

Training Loss (With Derivatives)

—— train_loss
05 val_loss

0.4

03

0.2

0.1

0 5 10 15 20 25

Pucynok 10. I'padik HaBuaHHS MOJEIII.

Sx BugHO, 0OMIBI KpUBI Maike 30iratoThbCs, MO CBITYUTH MPO CTabiIbHE HaBYaHHS 0e3
NepeHaBYaHHs Ta aJeKBaTHY 3/aTHICTb MOJENI y3arajibHIOBaTH 3HAHHS Ha HOBI jJaHi. HeBenmki
KoJMBaHHS (yHKLII BTpaT Ha Badijauii BIANOBIAAIOTh MPHUPOJHOMY IIYMy B METEOJAHUX 1 HE
BIUIMBAIOTh Ha TOYHICTh NMPOTHO31B. Taka MOBEAiHKAa MiITBEP/DKYE €()EeKTUBHICTH BHUKOPHCTAHUX
MmeTo1B perynsapu3auii (Dropout, BatchNormalization) Ta skicHY MITOTOBKY BXITHUX O3HaK.

BUCHOBKMN.

Y upoMy AOCHiDKEHHI OYyJ0 pO3p00JIEHO HEHPOMEpPEe)HY TEXHOJOTII0 MPOrHO3yBaHHS
METEOpOJIOTIYHNX TapaMeTpiB Ha ocHOBI naHux loT-mereocranuiid. JlaHi momepeaHbO
OYHMIIYBATHCS: MaJi IPOITYCKH 1HTEPITOFOBATIUCS CIUIAifHAMU, a BEJIMKI TPOMIDKKH BiTHOBIIOBAIHACS
3a nonomororo day-weighted k-neighbors. Pe3ynbprati ¢inprpamnii pisHEX METOIB MTOPiBHIOBAIUCS,
1 Oyno oOpaHo TOH, sikuil 3a0e3neuye rinajakicTh Ta 30epirae TpeH currany. Ilicias npboro HaB4eHO
Mojenpb i3 kackagHoro LSTM-apXiTeKTypor Ta pO3MIMPEHHM HAOOpOM O3HAaK, IO JI03BOJIAIO
OTpUMAaTH BHCOKOTOYHI MPOTHO3U MeTeonapaMeTpiB 3 Bucokoro TouHicTio (MAPE = 3.07, MSE =
0.182, R*=0.952).
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VY nepcneKTHBI IUIaHYETHCS PO3MIMPEHHS MIATPUMKH CEHCOPIB KOMIUIEKCY, IO J103BOJIUTH
IHTerpyBaTH HOBI THUIHM BHMIPIOBAIBHUX MPHUCTPOIB, a TAaKOX PO3LUIMPEHHS (PYHKIIOHATY
AQHATITUYHOTO  MOAYJS, BKJIIOYAIOYM IPOTHO3YBaHHS JIOJAaTKOBHUX  METEOIapaMeTpiB  Ta
BJIOCKOHAJICHHS METOJIB BHSIBIICHHS aHOMAaJlid, MIO MiABUINUTH YHIBEPCAJIBHICTH CHUCTEMH 1 11
3aCTOCYBaHHS JUIsI KOMITJIEKCHOTO MOHITOPUHTY TIOTOIHUX YMOB Y peaJIbHOMY 4aci.
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MeabnukoB O.10., Ko3y6 I.C. (Joubacvka oeporcasna mawunodyoiena akaoemis, M.
Kpamamopcwk-Tepronine, Yrpaina).

3ACTOCYBAHHSI HEUPOHHUX MEPEX JIJISI TOCJIIJPKEHHS BILUIUBY PI3HUX
®AKTOPIB HA PIBEHb 3AXBOPIOBAHOCTI ITIJ] YAC ITAHJIEMII.

Anomauia. Y cmammi npeocmasieHo KOMNJIEKCHUU AHANI3 GNAUGY KAPAHMUHHUX, COYIANbHO-
EKOHOMIUHUX MA KIIMAMUYHUX PaKmOopie HA pieeHb 3aX60PI0BAHOCTI N0 Y4ac NAHOeMil iHGeKYitiHuX X80poo,
3okpema COVID-19. [Jns docniodcennss 3acmocos8ano wmyuni HeUpoOHHI Mepedici, wo 0aioms MONCIUGICD
Mooeniosamiu  CKIAOHI HeNIHIUHI 83AEMO38 S3KU MIdC GXIOHUMU MA GUXIOHUMU nOKaznuxamu. Pobomy
BUKOHAHO Y 080X HANPAMKAX: NEPUUL CNPAMOBAHO HA OYIHIOBAHHA eQheKMUGHOCMI PISHUX KapanmuHHUX
3ax00i8, Opy2uti — Ha O0CIIONCEHHS BNIUBY COYIANbHO-KAIMAMUYHUX YMOB Y HUYI KPAiH i3 pI3HUMU PIGHAMU
Ppo3sumky ma oemozpa@ivnumu xapaxmepucmuxamu. Cmeoperni mooeui 0y10 onmumizo8ano Wisixom 006opy
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napamempie KiibKOCmi HPUXo8anux wapie ma HeupoHis, wjo 3a6e3neqisio GUCOKy MOYHICMb NPOSHO3YGAHHSL.
Ompumani pezyrbmamu 0eMOHCMPYIOMb, WO HAUOIIbWUL 6NIUG HA 3MEHUIEHHSl 3aX80PIOBAHOCI cepeo
AOMIHICIMPAMUBHUX 3AX0018 MAE 0008 13K068A BAKYUHAYISA, MOOL K IHWI (PaAKmopu Maromes onocepeoko8aHull
abo ropenvosanuti xapakmep. CoyianibHO-eKOHOMIYHI Ma KAIMAMUYHI NApamempu maxkodic 6ioicpaomp
cymmeay pojiv Y (hopmy8arHi enioemionociunoi cumyayii. 3acmocosani HeupomepescHi nioxoou niomeepouu
CB8010 eqheKmuBHicmb AK IHCMPYMEHm RIOMPUMKU NPUTIHAMMA piuleHb ) cepi 2pomadcbko2o 300pos’s, a
MAKOHC 008ENU MONCIUBICIG X BUKOPUCMAHHSA OJI MOOENIO8AHHS, NPOSHO3Y8AHHA MA NOPIBHAHHA CYeHapii8
nowupents inpexyiil.

Kntouoei cnoea: Hweliponui Mmepedci, nawnoemis, (Gaxkmopu nIU8Y, KAPAHMUHHI 3aX00U,
NPOCHO3YBAHHS, 3AX80PIOEAHICHIb.

Abstract. The article presents a comprehensive analysis of the impact of quarantine, socio-economic,
and climatic factors on morbidity during a pandemic of infectious diseases, particularly COVID-19. Artificial
neural networks were used to model complex nonlinear relationships between input and output indicators. The
study was conducted in two directions: the first focused on evaluating the effectiveness of various quarantine
measures, while the second examined the influence of socio-climatic conditions in several countries with
diverse development levels and demographic characteristics. The constructed models were optimized through
adjustment of the number of hidden layers and neurons, ensuring high forecasting accuracy. The results show
that mandatory vaccination has the strongest effect on reducing morbidity among administrative measures,
whereas other factors have indirect or correlated influence. Socio-economic and climatic parameters also play
a significant role in shaping epidemiological dynamics. The implemented neural-network-based approaches
demonstrated their effectiveness as a tool for supporting public-health decision-making and proved suitable
for modelling, forecasting, and comparing infection-spread scenarios.

Keywords: neural networks, pandemic, influencing factors, quarantine measures, forecasting,
morbidity.

[adexmiiftni 3aXBOPIOBaHHS, TAaKOXX BiOMI SK TPAaHCMICHBHI XBOPOOH, SBISIOTH COOOIO
MATOJIOTIYHI CTaHW, BUKIMKaHI MATOTEHHUMH MIKpOOpraHi3MaMu, TaKUMH sIK OakTepii, BipycH,
rpuOKu a6o mapaszutu. Lli 3aXxBOpIOBaHHS MOXYTh MEPEIABATUCS BiJl OJHOTO OPTaHi3My J0 IHIIOTO
PI3HUMHU LUIIXaMHU.

3axBOpIOBaHHS, BUKIIMKaHI iH(EKIi€0, 3aiiMatoTh 20-40% BiJ 3aralbHOTO YHCIIa BiJIOMHUX
Hayli xBopoO moaunu. Ha ceoroani Haymi Bimomo moHaa 1200 indekmiitHux XBopoO Ta iX 4ucio
perynsipHo 30UIbIIyeThCSl. BUBUEHHAM, MPOQUIAKTUKOI, TIarHOCTUKOK Ta JIKYBAHHSIM TaKUX
XBOpOO 3aliMaroThCsl K JiKapi — 1H(EKIIOHICTH, TaK 1 — YPOJIOTH, BEHEPOJIOTH, EMieMiOJorH,
TiHEKOJIOTH, (TH31aTPH, IMyHOJIOTH, OTOJIAPUHTOJIOTH, BipycoJioru Ta iH. [1].

OnHiel 3 HalOTBII BiIOMUM BipycOM OCTaHHIM yacoM 0yso 3axBoproBaHHs COVID-19. Ile
BIpyC, KU CHpPUYHMHSE PO3BUTOK pECHIPATOPHUX 3aXBOPIOBaHb Yy JIOJEH (30Kpema TOCTpol
pectiparopHoi xBopoou COVID-19) ta moxe nepenaBaTcs BiJ JIOJUWHU 10 JoauHU. Llei Bipyc
ynepiie OyB 11eHTU(}IKOBAHUM M1/l Yac po3CiiyBaHHs criajiaxy B M. Yxanb, Kutaii, y rpyani 2019
poky [2].

Icnye 6e3niu dakTopiB, K1 BILTUBAIOTH HA 3aXBOPIOBAHICTh HACETICHHS:

— IPJIP — iHTerpaipHuil NOKa3HUK JIFOJCHKOTO PO3BUTKY, IKUH BUKOPUCTOBYETHCS IS
OLIIHKU JOCSITHEHb OKPEMHUX PETIOHIB,;

— XapaKTepHCTUKA JJOMOTOCIIOapCTB;

— coljaJbHa KOMIIOHEHTA;

— TIOCETICHCHKA CTPYKTYPA;

—  3afHATICTL HACEJIEHHS,

— JIOXOJIM HACEJICHHS,

— BHTpaTH HACEJICHHS;

—  CIIO’KMBAHHS Xap4OBUX MPOAYKTIB y JOMOTOCIOIAPCTBAX;

— 3aKJIaJM OCBITH Ta iX HAIIOBHEHICTh,

— TiABMINEHHS KBasidikarlii,

— 3a0e3nevyeHHs HACEIEeHHs 3aKialaMH KyJlbTypH,;

— KUTJIOBHM (OH] Ta 3a0€3MEUCHICTh KUTIIOM,
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—  Typu3M,
— KpUMIHOTEHHI OOCTaBWHHU Ta 0araro 1HIINX.

ToMy OCHOBHOIO METOK JIOCHI/DKEHHS € JOCTIIWTH BIUIMB OCHOBHHX (haKTOpiB Ha
3aXBOPIOBAHICTh HACEJIICHHS METOAOM IITYYHUX HEHPOHHUX Mepek. byno BUpIIIEHO TOCTiIKyBaTH
OKpeMo (GaKTOpH BBEJEHHS Pi3HUX KapaHTUHHHX 1 Ta COLIAIbHO-EKOHOMIYHUX.

JUnist MOCTipKEHHsT BIUTUBY 3allpOBA/DKEHHS PI3HUX KApaHTUHHHX i Ha 3aXBOPIOBAHICTh
BXIJTHUMHU (paKTOpamH €:

— 00OB'SI3KOBUN «MACKOBHM PEXUM) ;

— BBEJICHHS KapaHTHHY, TOOTO CKaCyBaHHS MaCOBHX 3aXOJIiB, BCTAHOBJICHHSI aHTUCENITHKIB Y
BCiX aJMiHICTPaTUBHUX 3aKJIa/1aX TOIIO;

— BBEJICHHS TUCTAHIIIHHOTO HABUAHHS Y HABYAIIbHUX 3aKJIa/1aX;

— MO>KJIMBICTB BIJIBHOI BaKIIMHALIIT;

— 3aMPOBAHKEHHS 000B'SI3KOBOT BaKI[MHAIIIT;

— BIJICOTOK BaKIIMHOBAHUX.

Buxinni gakropu:

— 3MiHa BiJICOTKa iH(}IKOBAHUX;

— 3MiHa BIJICOTKA THUX, XTO IEPEHOCUTH XBOPOOY y TAKKIN hopMi.

Jlani Oys10 B351TO 3 pecypcy [3] Ta miAroToBICHO [UIs MOAANBIIOTO aHAII3Y.

Region1 |Masks |Distance | dVaccine_optiqVaccination_jPercentage_o|Infected |Severe_cases
Kyivskyi 1 0 1 0 11,98 4212 17,00
Kyivskyi 1 1 0 0 20,15 38,62 13,80
Kyivskyi 1 1 1 0 44 22 2413 8,30
Kyivskyi 1 1 1 1 47 28 1353 5,00
Daonetsk 0 0 0 0 7,20 29,74 16,10
Danetsk 1 1 0 0 9,08 18,12 1210
Daonetsk 1 1 1 0 13,67 11,62 5,70
Danetsk 1 1 1 1 15,59 549 5,890
Dnipro 0 0 0 0 18,74 36,12 15,90
Dnipro 1 1 0 0 36,12 24 35 14,10

Pucynok 1 — BxigHi ¢akropu A1 nepuoro 10CHIiKEHHS

Jls mpoBeieHHS po3paxyHKIB OyJI0 BUKOPUCTAHO MOBY IIpOrpaMyBaHHS Ta aHalli3y JaHuX R
[4]. s MmoBa npu3HaveHa Jj1sl CTAaTUCTUYHOTO 00poOIeHHs JaHuX 1 poO0TH 3 Tpadikoro, ale e TaKOX
BiJIbHE TIPOTPaMHE CEPEIOBHIIE 3 BIIKPUTUM BHUXITHUM KOJIOM, 1[0 PO3BUBAETHCS B pAMKaX MPOEKTY
GNU.

KinpkicTh HEHpPOHIB MPUXOBAHOTO IIAPY IOB’S3aHA 3 KUIBKICTIO JaHUX JUIsl HaBYaHHS Ta
HEOOXIJTHOIO KUIBKICTIO BXOJIB 1 BUXOJIB Mepexi. OLIHUTH KiIbKICTh HEHPOHIB y NPUXOBAHHUX
mapax MO)KHa 3a JJOTIOMOTO10 (hOPMYJIH IS OLIHKK KUIBKOCTI BaroBuX KoeQiIli€HTIB, HEOOX1THOI
JUTSl OCBOEHHS 33/1aHOI KiTbKOCTI TIPUKJIAIB y HaBYaIbHii BUOipii [5].

[Ticst yuCIEHHUX 3aMyCKiB LIbOIO CKPUNTY JJISl PI3HUX HapaMeTpiB KUIBKOCTI MPUXOBAHUX
IapiB Ta KUIBKOCTI HEMPOHIB Yy HUX 3’SCOBaHO, 110 Halkpamuii pe3ynbrar (kopensuis — 0,9569;
cepenHs abcomoTHa npuBeaeHa nomuika — 0,0502) 3abe3neuye nepcenTpoH 3 1BoMa NPUXOBAHUMU
apamu Ta I’ ITboMa HeHPOHaMH Y KO)KHOMY Tapi (puc. 2, puc. 3).
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Pucynok 2 — I'pad HeipoHHOT Mepexi

R

EMDWVZ P
4 kyivskyd 11 1 1 47.28
11 pnipro 1l 1 1 O 40.48
13 kharkiw © 0 0 0 13.86
16 kharkiw 1 1 1 1 42.05
19 Odesa 1 1 1 0 32.28
23 Lyviv 1 1 1 0 36.23
28 Poltava 1 1 1 1 46.34
30  Zaporozhye 1 1 0 0 259,80
32  Zaporozhye 1 1 1 1 36.32
34 vinnytsia 1 1 0 0 25.30
36 wvinnytsia 1 1 1 1 38.32
43 Cherkasy 1 1 1 0 35.80
46 mykolaivskyi 1 1 0 0 26.80
48 mMykolaivskyd 1 1 1 1 36.92
49 sumy 00 0 0 18.90
54 zhytomyrskyi 1 1 0 0 24.10
56 Zhytomyrskyi 1 1 1 1 38.35
= cor(w2$l,w2fres)

[1] 0.956%

I =
15.53 5.0
15.24 8.1
37.14 15.9
11.84 4.9
19.78 9.8
22.70 11.1
14.76 5.1
29.30 15.8
13.93 7.2
27,80 11.1
10.21 5.4
25.60 G.8
29.40 13.1
14.35 5.8
39.90 15.9
29.50 13.5
16.84 5.8

res erraor
13.69 -0.0037170
19.63 -0.1031001
41,23 -0.0958731
13.95 -0.0495643
21.57 -0.0420305
20,48 0.0521543
13,73 0.0242580
28.42 0.0206866
14.44 -0.0120317
30,91 -0.0725039
14.24 -0.0945886
19.75  0.1373223
30,05 -0.0153136
14.38 -0.0008563
39.12 0.0182757
31.59 -0.0451420
14.24 0.0610733

Pucynok 3 — Pe3ynbraTn po3paxyHKiB

Jani came mro Mozenb OyJa0 BUKOPHCTaHO ISl JIOCHIIKEHHsSI BIUIMBY (PakTopiB Ha
3aXBOPIOBAHICTh. Byo MpoBeaeHO HU3KY KIJIBbKICHUX €KCIIEPUMEHTIB, Pe3yJIbTaTH 3BEJIEHO J0 Ta0JI.

Tabmuus 1 — Pe3ynbraTy BIUIMBY HA BIICOTOK 1H(IKOBAaHUX BUIY4YEHHS (aKTOpiB

M|D|V|2Z]|P| Kopensis | CEPEAA | Bimxuwrenns six
IoMHJIKa | 0a30BOI Mozaeii

+ |+ [+ |+ |+]0,9569 0,0502 -

— |+ |+ |+ |+]0,9584 0,0894 78%

+ |— |+ |+ |+]0,9599 0,0895 78%
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+ |+ |- |+ ]|+ |0,9678 0,078 55%
+ |+ |+ |- |+]0,9526 0,1009 101%
+ |+ |+ |+ |-10961 0,0921 83%
— |- |+ |+ ]|+]0,9756 0,0621 24%
+ | — |— |+ |+]0,9545 0,0795 58%
+ |+ |- |- |+]0,958 0,1232 145%
+ |+ |+ |- |- 10,9687 0,1235 146%

MoskHa 1mo0aunTH, IO HaWMEHINWH BIUIMB Ha TOYHICTh BH3HAYEHHS 3MIHM BIICOTKA
1H(pIKOBaHUX BHOCUTH HAsSBHICTH MOJKJIMBOCTI BIIBbHOI BakIuHaIlli abo mapa «0OOB'I3KOBHIA
MAaCKOBUH PEXKHUM» + «3alpOBADKCHHS IWCTAHIIMHOTO HABYAHHS Yy HABUAIBHHX 3aKIalax» —
BOYEBU/Ib, I1i J1Ba (AKTOPH MaKCHUMAJILHO KOPEIOITh OJUH 3 OMHUM. MakcUMallbHUI BIUIUB — y
3ammpoBa/KEHHST 000B'I3KOBOI BaKIIMHAIII].

Hpyrum npociimkeHHss OyB BIUIMB caMe€ COLIaJIbHO — KIIMatuuHuxX QakropiB. Jlus
JOCIIJKeHHsT Oy/ieMO BUKOPUCTOBYBAaTH Taki Kpainu: bpasmmis, Himeuuwnna, fAnonis, Ykpaina,
CHIA. ITepenik MOKIMBHX BXITHUX Ta BUX1IHUX ()aKTOPiB HaBEICHO B TaOJI. 2.

Ta6mums 2 — Iepenik dpakTopis

Tum paxropy Hazea Omne Tun nanux | IIpusHauen | Ckopo
HA YCHHA
Bxigauii KaiMmaTruuui Jamni npo | Yucnosuid Jus amamizy | T,Vol,0
yMOBH CepeTHbOMICUHY (°C, %, Mmm) | BIIHBY p
TEeMIepaTypy, KIiMaTy — Ha
BOJIOTICTh, KIJIBKICTP 3aXBOPIOBaHIC
OTIaJIiB y peTioHi Tb
Bxinauit Bik Cepemuiii Bik abo | YncnoBuit BpaxyBanus Age
HaceaeHHs po3moain 3a | (pokn) BIUTHBY
BIKOBUMH BIKOBUX TPyl
KaTeropisiMu Ha PHU3HUK
3aXBOPIOBAHOC
Ti
Bxigauii FYCTOTa Kimekicte oci6 Ha | Yucnosuii Amai3 G
HACEIeHHS KBaJIpaTHUH (ocib/xm?) BILIUBY
KUIOMETP T'YCTOTH
HaceJCHHS Ha
PO3IOBCIOIKE
HHS
3aXBOPIOBaHb
Bxinauit HepeniK Iadopmaris npo | TekcroBwmii Orinka Pz
npoTHerniemi | BUKOpUCTaHi saxonu: e(.l)GKTI/IBHOCTl
YHUX 3aXO0/IB KapaHTHH, PI3HHUX
BaKIMHAIIIS, MpOTHEIAeMI
0OMEXEHHSI YHHUX 3aX0/IiB
MOOLTBHOCTI.
Posmnoainumo Ha
piBai: 1  piBeHs:
MacoBE TECTYBaHHS;
2 piBeHb: 1 piBeHb +
KapaHTHH,
BaKI[MHALiA
3 piBeHb: 2 piBeHb +
00MeEKEeHHSI MAaCOBHX
3aX0/1iB Ta
MIOAOPOXKEH
Bxinanit YuceabHICTD 3arajibHa  KUIBKICTH | YUuCIIOBHI AHari3 CN
HACEeIeHHS ocib y perioHi (ocib) 3arajJbHOTO
BILUIUBY
po3mMipy
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MOMyJAIil  Ha
piBeHB

3aXBOPIOBAHOC
T1
Bxigauii CormianbHo- Pieenr» noxonis, | Kareropii | BpaxyBann | E
eKOHOMIUHI JI0CTYTI 70 | HU 1  BIUIUBY
YMOBH MEAUYHUX YMOB KUTTS
MOCIIYT Ha TSDKKICTh
(po3moainumMo Ha nepediry Ta
TPYIH: 1 — 4acToTy
BUCOKUU PpIBEHb: 3aXBOPIOBA
Bucokwuii piBeHb HOCTI
JIOXO/IIB,
BIJIMIHHUN
JOCTYT 10
MEIMYHUX
MOCIYT, 2 piBEHb
- cepenHii
piBeHb: Bucoxkwuii
piBEHb JIOXOJIiB,
LIUPOKUNA JOCTYII
110 MEIMYIHUX
MOCIyT, 3 piBeHb
- HHU3bKUI:
Cepenniii piBeHb
JIOXO/IIB,
oOMexeHui
JOCTYTI 10
MEIHMYHUX
MOCIyT y
BIITAJIEHUX
paiioHax)
Bxigunit PiBensn Bincorox Kinpkicte | AHamis Vv
BaKIIMHAIIIT HACCJICHHs, IO | BAaKIIMHOB | BIUIUBY
OTpUMAJIO aHUX  3a | BaKIMHAII{
BaKIIMHAIIIIO JTAHUN Ha  pIBEHb
nepioz 3aXBOPIOBA
HOCTI
Buxinuuii PiBenp Yacrtka Yucnosuit | [Ipornosysa | Z
3aXBOPIOBAHO | HACEJIEHHS, IO | , KUIBKICTh | HHSA
CTi 3axBopiia 3a | BUMAQJKIB | 3arajJbHOTO
NEeBHUH TepioA Ha piBHS
M1TbIOH 3aXBOPIOBA
oci0 HOCTI
Bxignuit Cykynna KinbkicTb YucnoBuit | Anaii3 Sm
KUIBKICTb MIATBEPIKEHUX | , KUIBKICTh | BIUIUBY
MIATBEPKEH | cCMepTei/ BUIAJKIB | CMEPTHOCTI
UX  cMmeprei | MUIbHOH Ha Ha  piBEeHb
Bin COVID- MUTbHOH 3aXBOPIOBA
19 na minbiioH ocio HOCTI

moaen
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Hami B daiin Excel 6ymno odhopmiieHo Bci BXiIHI Ta BUX1HI hakTOpH 1Mo KpaiHax. [Hpopmariiro
OyJ10 B35TO 3 pecypcey [6].

J1J1s IpoBeICHHS pO3paxyHKiB 0yJI0 BAKOPHCTaHO MOBY IPOTPaMyBaHHS Ta aHANi3y JaHuX R.

[Ticns yucIeHHHUX 3amyCcKiB IIBOTO CKPUMTY JJISL PI3HUX MapaMeTpiB KUTbKOCTI MPUXOBAHUX
mapiB Ta KUIBKOCTI HEHPOHIB Yy HUX 3’SCOBAHO, 10 HAWKpAIIUA pe3yabTar (cepeaHs aOCOII0THA
npuBegeHa nomuika — 0,03684) 3a0e3nedye mepcenTpoH 3 ABOMa MPUXOBAHUMH IIapamMu Ta
I’ ITbOMa HEHpOHAMHU Y KOskHOMY mmapi [7—8].
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Pucynok 5 — I'pad HelipoHHOT Mepexi
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T vol ap Age G PZ CN E W zZ sm

4 21.8 82 0.34884 32.68 25.26 0.5 0.55780 1.0 0.0149758 7.009e-08 0.000e+00
6 24.7 78 0.16279 32.68 25.26 0.5 0.55780 1.0 0.0935990 2.846e-03 1.142e-02
7 24.4 77 0.11628 32.68 25.26 0.5 0.55780 1.0 0.1316425 1.755e-02 4.765e-02
9 24.8 80 0.25581 32.68 25.26 0.5 0.55780 1.0 0.2458937 9.166e-02 1.530e-01
11 23.7 83 0.48837 32.68 25.26 0.5 0.55780 1.0 0.5417874 1.615e-01 2.313e-01
12 23.8 84 0.53488 32.68 25.26 0.5 0.55780 1.0 0.6719807 1.851e-01 2.604e-01
14 26.5 84 0.53488 33.10 25.07 0.5 0.56076 1.0 0.8253623 2.572e-01 3.186e-01
20 23.2 80 0.16279 33.16 25.07 1.0 0.56076 1.0 0.9716184 6.246e-01 8.484e-01
23 26.4 84 0.48837 33.19 25.07 1.0 0.56076 1.0 (0.9891304 7.126e-01 9.716e-01
26 3.2 88 0.18605 44.88 239.93 1.0 0.14170 0.5 (0.0000000 0.000e+00 0O.000e+00
7 2.0 90 0.25581 44.88 239.93 1.0 0.14170 0.5 0.0000000 0.000e+00 0.000e+00
31 14.5 73 0.00000 44,88 239.93 1.0 0.14170 0.5 0.0981884 1.369e-02 8.314e-03
32 18.0 76 0.04651 44.88 239.93 1.0 0.14170 0.5 0.2434783 1.518e-02 3.471e-02
35 16.0 80 0.16279 44.88 239.93 1.0 0.14170 0.5 0.7321256 2.030e-02 3.833e-02
38 3.5 89 0.23256 44.92 240.12 1.0 0.14193 0.5 0.8228261 8.855e-02 5.410e-02
42 9.0 79 0.06047 44.92 240.12 1.0 0.14193 0.5 0.9067633 2.412e-01 3.150e-01
44 17.8 78 0.06977 44.92 240.12 1.0 0.14193 0.5 0.909/826 3.0660e-01 3.665e-01
49 6.8 &7 0.18605 44.92 240.12 1.0 0.14193 0.5 0.9124396 3.848e-01 3.898e-01
50 3.4 88 0.20930 45.02 241.24 1.0 0.14323 0.5 (0.9126812 5.175e-01 4.433e-01
52 2.8 63 0.06977 47.67 335.18 0.5 0.28373 0.0 0.0000000 0.000e+00 0.000e+00
54 3.2 63 0.09302 47.67 335.18 1.0 0.28373 0.0 0.0000000 1.592e-05 1.367e-05
55 7.5 66 0.20930 47.67 335.18 1.0 0.28373 0.0 0.0018116 1.834e-04 1.559%e-04

Pucynok 6 — Pe3ynpTat po3paxyHKiB

BUCHOBKHA

B xomi poOoTH BCTaHOBIEHO, IO pPi3HI (PaKTOpW MO-pi3HOMY BIUIMBAIOTH Ha piBEHb
3axBOproBaHOCTI. HaitOUIbIniA BIUTMB cepel KapaHTHHHUX 3aXOiB Mae€ 00OB’SI3KOBa BaKIIMHAIIIA,
TOJII SIK JIESIKI 1HIII TTapaMEeTPH BiTITparoTh APYropsaHy poib. ComiaabHO-eKOHOMIUHI Ta KITIMaTH4HI
YMOBHU TaKOX 3HAYHO BIUTUBAIOTh HA TMOMIMPEHHS XBOpoOu. LITy4yHi HEWpOHHI Mepexi MmoKa3aiu
BHUCOKY TOYHICTh 1 NPHIATHICTH MJI1 IPOTHO3YBAHHS, & TOMY MOXYTh OyTH e()EeKTHBHUM
IHCTPYMEHTOM Y MOJIETIIOBaHHI 1H(EKIIMHUX MPOLIECiB Ta MIATPUMIII YIIPABIIHCHKUX pillieHb Y chepi
OXOPOHH 3/I0POB'SI.
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MeabuukoB O.10., lllumancbka C.A. (/Jonbacvka oepocasna mawunoOyo0ieHa akademis, M.
Kpamamopcwk-Tepnonine, Yrpaina).

BUKOPUCTAHHSA IITYYHUX HEHPOHHUX MEPEXK JIJISI TIPOTHO3YBAHHSA
OBUPAHHSA JUCHUIVIIH BIJIBHOI'O BUBOPY 3/10bYBAYAMM OCBITH.

Anomauia. Y cmammi posensHymo npobnemy nioguwjeHHs eghexmusHocmi npoyecy uoopy
CMyOenmamuy OUCYUNIIIH BIIbHO20 BUOOPY WIAXOM 3ACNOCYBAHHSA IHMENEKMYANbHUX MeMO00i8 AHANI3) OAHUX.
Memoro pobomu € cmeopenHs peKOMeHOAYiUHOI cucmemMu Ha OCHOBI WIMYYHUX HEUPOHHUX Mepedic, 30amHol
nPOSHO3y8amu 8UOIp OUCYUNIIH 3 YPAXYBAHHAM [HmMepecie cmyoeHmie, iXHbol aKadeMiuHol YCRIHOCIME ma
oceimuix npiopumemis. [na Oocscnenns yici memu nobdy0osano bazamouiapogy nepyenimpoHHy
Hetpomepedxcy, peanizosany 3a donomo2oio Python ma 6ioriomex TensorFlow, Keras, Scikit-learn, Pandas i
NumPy. Mooenv euxopucmogye womupu Kirouo6i 03HAKU — CMamv CMYOeHma, cepeoHitl 6an 3 MexHiuHUxX
npeomemie, cepeOHitl Oan 3 SyMAHIMApHUX OUCYUNIIH | OYIHKU 31 CNOPMUSHOL nioeomosku. Buxionuti wap
OXONTIIOE N AMb MOXNCIUBUX APIaAHMI8 OUCYUNTIH, WO NPONOHYIOMbCA cmydeHmam cneyianrvHocmi 126
«Ingpopmayitini cucmemu ma mexnonoeiiy. Ilposedeno nopisnanHa pobomu Heupomepexci 3 cimoma
NONYIAPHUMU  AI2OPUTIMAMY  MAWUHHO20 — Hasyanus. Pesynomamu  Odocniodcennss  3aceioyunu, o
Hetipomepexcna moodenv oocsena Hausuwjoi mounocmi — 85,7%, w0 3HauHO nepesuwye NOKAZHUKU
AnbmepHamusHux nioxoodis. Jooamxkoso euxopucmano mpboxgondosy Kpoc-eanioayito, aKa niomeepouia
cmabiibHicmb  ma  Y3a2aibHIO8AIbHY  30amuicmb  modeni. Ompumani  pesyaibmamu  3ac8i04yioms
NEePCNeKMUBHICb GUKOPUCIAHHS HEUPOHHUX MePedC K THCMPYMEHmy 015 NIOMPUMKU RPULIHAMMSL pilleHb
ma nepcoHanizayli 0CeImMHIX mpacKmopii.

Kntouoei cnosa: Heliponni mepedci, peKkOMeHOAyiliHi cucmemu, NPOSHO3Y8AHHS, 8UOID OUCYUNIIH,
MawiunHe Ha8YaHHs.

Abstract. The article examines the problem of improving the process of selecting elective academic
courses by applying intelligent data analysis methods. The aim of the study is to develop a recommendation
system based on artificial neural networks capable of predicting students’ course choices according to their
interests, academic achievements and educational priorities. To achieve this goal, a multilayer perceptron
neural network was constructed and implemented using Python and the TensorFlow, Keras, Scikit-learn,
Pandas and NumPYy libraries. The model uses four key features—gender, average grade in technical subjects,
average grade in humanities, and performance in physical education. The output layer represents five possible
elective courses offered to students majoring in Information Systems and Technologies. A comparative analysis
was conducted between the neural network and seven popular machine-learning algorithms. The results
showed that the neural network achieved the highest accuracy—85.7%, significantly outperforming all
alternative approaches. Additionally, three-fold cross-validation was applied, confirming the model’s stability
and generalization ability. The findings demonstrate the potential of neural networks as an effective tool for
decision support and personalization of educational trajectories.

Keywords: neural networks, recommendation systems, prediction, elective courses, machine learning.

CTBOpEHHS 1HTENEKTyaIbHUX CUCTEM aJallTUBHOTO HABYAHHS HA OCHOBI LITYYHOTO 1HTEJIEKTY
€ TMEePCIEKTUBHUM HanpsMoM i ocBiTH [1]. KirouoBUM 1HCTpYMEHTOM y IiH Tay3l BUCTYNAIOTh
IITy4YHI HEHPOHHI MEpexi.

[lItyuyHi HEHpOHHI Mepexl € MOTY)KHUM IHCTPYMEHTOM JUIsl MOJEIIOBAHHS HEIIHINHOL
MOBEIHKH, 30KpeMa y cdepi ocBiTH. BoHM 371aTHI po3i3HaBaTH Ta aHai3yBaTH HaBYaJIbHI 3110HOCTI
3100yBadiB OCBITH HUIAXOM 0OpoOKH 1H(opMalii npo ixHe HaB4aHHS [2]. 3MaTHICTh HEMpPOMEPEX
BpaxOBYBaTH 1HTEpPECH Ta BIOJOOAHHS CTYACHTIB BiAKPHUBAE HOBI MOXJIMBOCTI JJISi IPOTHO3YBAHHS
Ta pEKOMEH1allii TUCIMIUIIH BUIBHOTO BHOODY.

OCHOBHOI0O METOI0 € PO3pO0Ka IHTENEKTyaJlbHOI CHCTEMH PEKOMEHJallid, Ska Ha OCHOBI
MAaIIMHHOTO HaBYaHHS (30KpeMa, HelpoMepekK) Ta aHalli3y JaHUX JoloMaraTuMe CTy[IeHTaM O0upaTu
ONTUMAJIbHI JUCHUIUTIHU. JJI1 bOTO CHCTEMa MOKE aHaJli3yBaTH JaHi MPO YCHILIHICTh CTYAEHTA
(OLIIHKY 3a MOTePeaH] TUCITUTIIIHYT ), HOTO IHTepeCcH, Kap'epHi IJIaHU Ta 3BOPOTHUM 3B'SI30K BiJI IHIIIHX
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ctyneHTiB [3]. OckiabKH PIBEHb 3aCBOEHHS HOBHX 3HAHb 3HAYHOIO MIPOIO 3aJICXKHUTH Big 0a30BOTO
piBHS 3HAHB [4], OLIHKHU CTYEHTIB € KPUTHYHO BXKJIMBUM BX1IHUM €JIEMEHTOM JIsl IPOTHO3YBAHHSI.

VY miit po6oti mus mporHo3yBanHs BuOopy mucumiuiii (PREDMET) BukopucTtoByeThCs
OaraTopiBHEBa IMEPCENTPOHHA HEHPOHHA MepeXa, peajizoBaHa 3a gonoMoror Python Ta Takmux
6i0morek, sik TensorFlow (Bepcis 2.17.1), Keras (Bepcis 3.5.0), Scikit-learn (Bepcis 1.5.2), Pandas
(Bepcis 2.2.2), NumPy, Matplotlib (Bepcis 3.8.0) Ta Seaborn. TensorFlow € motyxHot0 610110TEKO0IO
JUIsl MalllMHHOTO HaByaHHS Big Google, 1m0 Hajgae 1HCTPYMEHTH HJs MOOYAOBU Ta HaBYAHHS
HeilipoHHuX Mepex, a Keras, interpoBanuii y TensorFlow, 3a6e3neuye BucokopiBueBuii API s
IIBUJKOI PO3POOKH PI3HOMAHITHUX apXiTekTyp. Scikit-learn BUKOPUCTOBYETHCS JJIsl MiATOTOBKH
JaHUX Ta OIIHKK Moxenell, Pandas Ta NumPy — mns o6poOku Ta anamizy manux, a Matplotlib Ta
Seaborn — s Bizyaunisarii pe3ysbraris [5].

ApxiTekTypa HEWpOHHOI Mepexi moOynoBaHa siK OaraTOpiBHEBHMI INEPIENTPOH 3 TPhOMa
MMOBHO3B’sI3HUMH Iapamu (puc. 1). Bxiguuii map npuiiMae iHGopMaIiiro mpo CTyAeHTIB (4 YHCIIOBI
o3HakM): crath (SEX), cepenniit 6an 3 trexuiuaux npeametiB (TEX), cepenniit 6an 3 rymaHiTapHHX
npeametiB (HUM) ta cepenniit 6ai 31 cnoptuBaux aucuuiuiid (SPRT). Ilepmmit mpuxoBanuii map
MICTUTH 64 HEHPOHHU, IO JJO3BOJISIE MEPEXK1 BUSBIISITH CKIIAIHI HEIHIINHI 3aJIeXKHOCTI MK O3HAKAMH,
a Ipyruil NpuxoBaHuii map 31 32 HeHpOHAMU YTOUHIOE Ta KOHKPETU3YE 111 3aKOHOMIPHOCTI.

Ha Buxoxi mepexa Mae 5 HEHpOHIB — MO OJHOMY JUIsi KOXKHOI MOMKIIMBOI KaTeropii
knacudikamii (PREDMET), mo 3a0e3neuye oXoIieHHs BCiX HUILOBUX KiaciB. /[ mepeTBopeHHs
BUXITHUX CHTHAJIIB Y WMOBIPHICHUI PO3IO/IiJ BUKOPUCTOBYEThC (pyHKIIis akTHBaiii Softmax [6],
sgKa HOpMali3ye pe3ylbTaTh Ta JO3BOJIAE IHTEPHPETYBATH IiX SIK WMOBIPHOCTI HAJEKHOCTI A0
KOXKHOTO 3 KiaciB. IlpuxoBaHi mapu BHKOPHCTOBYIOTh HENiHiMHY (yHKUito aktuBamii ReLU
(Rectified Linear Unit)[7], o 1o3Bosisie MO/IENi HABYATHCS CKIAHHUX 3aJICKHOCTEH Y TaHUX.

3aranpHa KUTBKICTh TApaMeTPiB MOICIT CTAHOBHUTH 2565. JIJist onTrMi3allii mporecy HaBuaHHs
BUKOpPUCTOBYeThCS anroput™M Adam, a pynkuis Brpar Categorical Crossentropy 3a0e3nedye TOUHY
OLIHKY pPO30DKHOCTEH MiX mepeadaueHUMH Ta (AKTHUYHHUMH PO3MOAUIAMH HMOBIPHOCTEH, IO
poOUTH MOZIENb €(PEKTUBHOIO AJIsl MPOTHO3YBaHHS BUOOPY AUCLHUILIIH CTyJEHTAaMH Ta PO3Mi3HABAHHS
CKJIaTHUX MATTEPHIB y JaHUX.

dopmyna po3paxyHKy napamempie OJisi TOBHO38 sI3HO20 wWapy:
IapameTpn = (BXoan X HelipoHn) + HelipoHH
L J

Barn ‘—scyB—’

KoxeH HelipoH y HOBOMY IIapi OTPUMY€ CUTHAJ B1Jl KOXKHOT'O HEHpoHa MONepeaHbOro 1apy.
KosxHe 3'eJHaHHS Mae CBOIO Bary — Koe(illieHT, sIKUi MoKa3ye "BaXKIMBICTR" IIOTO 3B'SI3KY (Bary).
KoxeH HelipoH y HOBOMY IIapi Ma€ JOJAaTKOBUI mapameTp — 3cyB. Lle koHcTaHTa, sika 10Aa€ThCs 10
CYMH BCIX BX1IHUX CUTHAJIIB, J103BOJII€ HEUPOHY "aKTUBYBaTHCA" HaBITh KOJIU BCi BXou = 0.

Po3paxyemo ckiaiHICTh HalIOi HelpoMepexi:

1. Tlepumwmii map (320 mapameTpiB)
4 BX17H1 O3HAKH MOB'A3YIOTHCA 3 64 HelipoHaMu
KosxeH 3B'130K Ma€e CBOIO Bary + KO>K€H HEHPOH Ma€ CBOE 3MILLICHHS
Pazom: 4x64 + 64 = 320
2. [pyruii map (2080 mapameTpiB)
64 HEWPOHH MMONIEPETHHOTO APy MOB'SI3YIOTHCS 3 32 HEWPOHAMH HOBOTO mapy : 64x32 + 32
= 2080
3.  Buximawii map (165 mapametpiB)
32 HellpoHM MEPeXOoATh y 5 BUXIAHUX HEHpOHIB 32X5 Bar + 5 3cyBiB = 165
Cymapno: 320 + 2080 + 165 = 2565
Komu "mMopmens HaBuaeThcs" — BOHA MiOMpae ONTHUMANIbHI 3HAYEHHS IUX 2565 mapaMmerpis, 00
POOUTH TOYHI TPOTHO3H!
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ApXITEKTYpa HeMpoMepexi:

« Bxia: 4 napameTtpm (POL, SPRT, TEX, HUM)
* MpuxoBaHwit wap 1: 64 HeWpoHw (RelU)

« MpuxoBaHui wap 2: 32 HenpoHu (RelLU)

* Buxia: 5 HepoHie (Softmax)

* Bcboro napamerpis: 2,565

« OyHKUIA BTpaT: Categorical Crossentropy
« OnTuMisaTop: Adam

BxigHwia wap
(4 HeltpoHM)

BuxigHwit wap
(15 HelApoHiB)

00000000000000000000000000000000

MpuxosaHmii wap 2

(32 Heliponn)

Mpuxosaxmii wap 1
(64 HelipoHu)

0000000000000000000000000000000000000000000000000000000000000000

Pucynok 1 — ApxiTekTypa Helipomepexi

JlocmipkeHHsl (HaBYaHHS HEMpOMEpexi Ta TMOoJaNblle MPOrHO3YBAaHHsS) MPOBOAMIIOCS HA
JaHUX TMpo cTyAeHTiB @akynbTeTy aBTOMAaTH3allii MalIMHOOyIyBaHHA Ta 1H(QOpMaLIHHUX
texHounoriit Jlonb6acbkoi MammuoOyniBHoi Axanemii. st cnemiambHOCTI 126 «IHpOpMamiiini
CHCTEMH Ta TEXHOJIOTii» Ha APYroMy Kypcli HaBYaHHS CTYAE€HTaM IPOMOHYIOThCS TaKi AUCHUILIIHU
Ha BHUOIp: €TWKa Ta €CTEeTHKa, ICTOPisl HayKH Ta TEXHIKH, 1HO3€MHAa MOBA, COIIOJIOTis, TepoiuHi
ocobucrocti B YKpaiHi (puc. 2).

Byno BukoHaHO HaBYaHHS (TPEHYBaHHS) HEUPOHHOI MEpEeXi HAa HABYAIBHOMY Ha0Opi JaHUX
31 30epekeHHsIM iH(opMallii mpo 3MiHy TOKa3HUKIB MO (BTpaT 1 TOYHOCTI) 3a Bci emoxu. Li gani
BUKOPHCTAHO JUTS aHATI3Y MPOLIECY HaBYaHHS NUIIXOM MOOYI0BH TpadiKiB.

Metoro HaBuaHHS HeHpoMmepeki € CTBOPEHHS MOJeNi, 3/JaTHOi Yy3arajlbHIOBaTH
3aKOHOMIPHOCTI B JJaHMX Ta TOYHO MPOTHO3YBATH PE3YNIbTATH Ul HOBHX, HEBIOMUX NaHux. s
aHaJi3y SIKOCT1 HAaBYAaHHS JIOCIIKYBAITUCS TUHAMIKa TOYHOCTI Ta JUHAMIKa BTpAT Ha KOXKHOMY eTari
HaBYaHHSI. BTpatm — 1e uucioBe 3HAYEeHHs, O[O0 BHU3HAYA€, HACKUIBKA TIPOTHO3M MOZEIi
BiJIPI3HAIOTHCA BiJl (DaKTUYHUX 3HAY€Hb (ICTUHHUX MITOK). MeTa HaBYaHHS MOJSATae y MiHiMizarlil
[IbOTO 3HAYEHHSI, TOOTO y IOCATHEHHI MaKCUMAIHLHOI TOYHOCTI MPOTHO31B Moieni (puc. 3).
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PucyHox 3 - JIuMHaMika BTpaT 3a enoxamu

HaBuanpHi BTpaTW TOKa3yrOTh, HACKUIBKH J00pe MOJETh 3acBOiNa HaBUaIbHI JaHi, a
MEPEeBIPKOBI BTpaTH BiI0OpakatoTh €PEeKTUBHICT, MOJIENI Ha JAaHMX, SKI BOHA He 0Oauuia mija yac
HaBuaHHsA. OTpUMaHi pe3yJabTaTH CBiYaTh MPO YCIINIHE HABYAHHS HEHPOHHOI MEpPEeXi, OCKIITbKU
BTPATH K Ha HABYAJILHOMY, TaK 1 Ha BajJialifHOMy Habopax JaHUX MOCIIOBHO 3MEHIIYIOTHCS 31
301IBIIEHHSIM KUTBKOCTI €TI0X.

TouHiCcTe IO enoxax - lle I[NOKasHUK, AKuUM BijmobOpaxae, HACKIJbKU
nobpe HeMpOHHa Mepexa Kijlacudikye abo MNPOTHO3YE Pel3yJIbTaTy Ha KOXHOMY
eTani HaBuaHHA. TouHIiCTL — Le YacTKa IpaBUIIbHUX IepenbadyeHb Bin

3arajbHOl kijgbkocTl npukiaanis y BuOipui. BoHa BM3Hadae, HACK1JIbKU
MOIeJib MNPaBMJIbHO kJacubikye maHi abo poOuUTb NPOTHO3MU.
TOUHI1CTBE OOUMCIIOETHCH TaK:

. KinbkicTh mpaBHIIBEHIX IepeadadeHb
TounicTe =

3arajibHa KUIBKICTh IIPHKIIAIIB
ToOUuHIiCTH IJIS HaBUaJibHOI BUMOIPKM NOKasye, HACK1JbKM HoOpe MOIeJb
nepenbauvae pesynbTaTNn Ha HaB4YaJIbHUX OaHUX. Axwo MOIEeJb
120



"zanam'saToBye" maHli, TO TOYHICTBH Ha HaBUYaJIbHiM BMOipui Inyxe BHUCOKA.
ToyHiCcTb IJIS TIepeBipkoBOl BUMOipkM nokasye, HaCK1JIbKM  MOIEJIb
y3aranbHoe CcBOI 3HAHHS Ha OaHUX, axi He BUKOPUCTOBYITEHCH
BesnocepenHbO OJiS KOPUITYBAHHS BaTr. [lepeBipKoBa TOUYHICTH BaxjiMBa IJid
OLI1HKM 3IaTHOCT1 MomeJsili mpauoBaTM 3 HOBMMM IaHuMmm (puc. 4). 3a HammMm
rpadikoM MM MOXEMO OLIHUTM, UM MNOKPAUlyETHLCS MOIEJb 13 KOXHOK eIlOXOM.

MpadiK ToUHOCTI

— TpeHyBaHHA
MepeBipkK

0.8 1

0.6
.}
=
B
T 0.4
2

0.2 1

0.0 1

0 20 40 60 80 100
Enoxun
PucyHok 5 - JMHaMika TOUYHOCT1 3a enoxamu

J111 o1iHKM e(heKTUBHOCTI Ta MEePEeBIPKU HAIIHHOCTI CTBOPEHOI HEMpoMepekHOT Moiei OyIo
MIPOBEICHO TOPIBHUIbHE TECTYBAHHA 3 IHITMMHU TONYJISIPHUMHE QJITOPUTMAaMH MAIIMHHOTO HABYaHHS.
Takuii miaxia J03BOJISIE 00'€KTUBHO OIIIHUTH, HACKUIBKH JIOOpE MOJIEb CIIPABISETHCS 3 3aBIaHHIM
IIPOTHO3YBaHHS TIOPIBHIHO 3 albTEPHATUBHUMU PillICHHSIMH.

JInst  KOMIUTEKCHOI OIlIHKM e()EeKTUBHOCTI HEWpOMepekHOi Mojel Oyjao IPOBEICHO
MOPIBHSUIBHUM aHaJI3 13 MOMYJISIPHUMHU QJITOPUTMaMH MAIIMHHOTO HaBYaHHS. SIK eTamoHHI Mojemi
JUTSI IOPIBHSIHHSL OYJI0 OOpaHO CiM Pi3HOTUITHUX AITOPUTMIB, 110 OXOILIIOIOTH OCHOBHI MiIXOIU 10
KJIacudikaiii: BiJi TpaAUIIHHAX CTATUCTUYHUX METOIIB 10 CY4aCHUX aHCaMOJIeBHX TeXHIK [8].

B pesynbraTi mpOrHo3yBaHHsS 3a JIONIOMOTOK0 HAaBYEHOI HEHpoMepexi, a TaKoxX 13
3aCTOCYBAHHSIM aJTOPUTMIB MAIlMHHOTO HaBYaHHS OyJO BHSBJIEHO, 110 HalBUIIY €(EKTUBHICTb
IIPOIEMOHCTPYBaJIa CTBOpEHa HelpoMepexka, sika focsriaa pe3ynbraty — 85,7% TtouHocTi. Meron
omopHUX BekTopiB [9] mae Tounicth 71,4%, MO CBIMYUTH MPO HOTO BHCOKY 3IaTHICTH JIO
y3arajibHeHHsS 3aKOHOMipHOcTeil y nmanux. Jlorictuuna perpecis [10] Ta meron K-HaitGmmkamx
cycimiB [11] moka3anm cepeHi pe3yabTaTi Ha piBHI 57,1%, TO1 K BUITaqKoBuUH Jic [ 12] 3a0e3neuns
TOYHICTb 42,9%. HaliHmk4i pe3ynpTaTu crocTepiraiucs y jepesa pimeHb[13] Ta rpaai€HTHOro
Oyctunry [14] (28,6%), a HaiBuuit baiiec [15] nmokazaB miHiMallbHY epeKTuBHICTh — Juuie 14,3%
TOYHOCTI. (puc. 6).
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MopiBHAHHA TOYHOCTIi MOOenen

HaiBHUA BareC 0.143

FpagieHTHWA BYCTUHI 0.286

Jepeso pilweHb T 0.286

BynaakoBWA nic T 0.429

K-Harbnua4mux cycigis 0.571

NoricTu4Ha perpecia 0.571

MeTon OnNoOpPHUX BE‘KTOpiB‘ 0.714

HelpomMepexa 0.857

0.0 0.2 0.4 0.6 0.8 1.0
TOYHICTB

Pucynox 6 - llopiBHAHHSA IHepen®adeHb MoOIeJIel

Hyusbkl pesyabTaTM MeTOomiB, AK1 3as3Buuay I[I0KA3YKTb XOPOoIry
axkicTe, MOXYThb BKa3yBaTKM Ha HeJocTaTHiMm obcar maHmux Ojiadg 1x
ebexTUBHOTO HaBUaHHA. [lepeBar'a CTBOPEHOI HeMpoMepexl Han JiH1VHUMU
MeToIaMM Ta 1HIMMM aJTOpMTMaMM CBiOumMTh [OPO HASBHICTBH CKIAOHUX
HeJiHinHux B3aeMO3B'g93KiB OaHUXx, axi YCII1MmHO BUABJISE Halla
apxiTexkTypa. OCKijbKM HeMpoMepexa 3HAaudyHO IepeBepumyia Bci  ixmi
MeTOonOMM, BOHa € OIITVMMAJIbHVM BM@OpOM IJI4 I104aJIbIOTO BUMKOPMCTAHHA Ta
BIOCKOHAJIEHHA . BenukuM poskun pe3ynbTarTiB (Bim 14.3% mo 85.7%) Mix
Pi3HMMM aJTopuTMaMM BKalye Ha OCOOJIMBY OPUPOINY BXIIHMX IOaHMX, IO
pobuTs BMOlp NOPaBMIIBHOL aAPX1TEKTYypPM KPUTUUHO BaXIMBMM O(QaKTOpPOM
yCIixy.

Kpoc-Bamigamisi € BaXIUBUM CTaTUCTUYHUM METOJOM OI[IHKM CTaOIIBHOCTI Ta
y3arajibHIOBAJILHOT 37aTHOCTI MOJielield MalIMHHOTO HaBuaHHs [16]. Ha BigmiHy Bijg 3BHUYaifHOTO
TECTyBaHHs Ha OJHIM po3zineHiil Bubipii, Kpoc-Baiijauis nepeadadae GaraTopa3oBe po3JaiIeHHs
JTaHUX Ha HaBYaJbHY Ta TECTOBY MIABUOIPKH, 110 AO3BOJISIE OTPUMATH OUIBII HAJIIHHY OLIIHKY SIKOCTI
Mojeni. Y JaHOMY JOCHIKEHHI BUKOPHCTOBYBalach 3-oimoBa Kpoc-Bamifallis, e BUXIAHI JaHi
PO3ILISIIUCH HA TPU PIBHI YaCTHHU, a MOJIENTb HaBYAJIaCh Ha JBOX 3 HUX Ta TECTyBajach Ha TPETIi, 3
NOJAJIBIIMM yYCEpPETHEHHAM pe3ynbTaTiB. Llel miaxia 103BoJsie MIHIMI3yBaTH BIUIMB BHIIQJKOBOTO
pO3MONLTY JaHMX Ha OLIHKY €(EeKTUBHOCTI MOJENl Ta BUSBHUTU ii CHpPaBXHIO 3[aTHICTb [0
y3arainpHeHHs (puc. 7).

Pe3ynbratu kpoc-Baniganii miATBEpAUIN JIIAEPCbKY MO3UIII0 CTBOPEHOT HEMpOMEpEXKi, Ka
MPOJIEMOHCTPYBajla HAMBHUINUNA cepelHid MOKa3HUK TOYHOCTI — 0.492, mo 3HAYHO TMEPEBHUIILYE
pe3ynbTaTH HIIMX MojeNel. BaxmiBo BiA3HAYNTH, 110 HEHPOMEpekKa TAKOXK MOKa3ana HAMMEHIITHA
po3kup pesynbrariB (£0.051), mo cBimYUTH mpo ii BHCOKY CTAaOUIBHICTH Ta HE3aJIEeKHICTh BiJl
KOHKPETHOTO PO3MO/ITY HABYAIBHUX JTAHUX.

Jlo rpynmu Moxeneit 3 moMipHO edeKTHBHICTIO yBidnuM BumnaakoBuil mic (0.318), K-
HanOmmkunx cyciaiB (0.290), morictuuna perpecis (0.288) ta meton omopHux BekTopiB (0.288).
Xoua 1mi MOJem TOKa3aid HIDKYl pe3yapTaTH HiK Helpomepexka, BOHH MPOAEMOHCTPYBAIH
JIOCTaTHBO J00pY CTaOUIbHICTh, OCOOJIMBO JIOTICTUYHA PErpecisi Ta METOJ OMOPHHUX BEKTOPIB 3
onHakoBUM poskuaoMm +0.087. HaltHukdi pe3yiabTaTH CHOCTEPIraaucs y rpali€HTHOTO OyCTHHTY
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(0.258), nepeBa pimens (0.232) Ta nHaiBHoro baiieca (0.202). I'pamieHTHHMI A OYCTHHT IOKa3aB
HaiiMeHIMii po3kup pesyibTariB (£0.011) cepen ycix Monenei, mo CBIIYUTH MPO HOrO BUCOKY
CTaOUIBHICTh, IOTIPU BIZIHOCHO HU3BKOT CEPETHbOT TOYHOCTI.

NMopiBHAHHA mogenen (Kpoc-Banigauyisn)

HaisHui Banec p——0+202-{40.084)
[epeso piweHb t Or232{20+115)
FPafieHTHUA BYCTUHI }— 0.258 (+0.011)
JNloricTuyHa perpecif p—————0+288-{40.087)
\
MeTof ONOPHUX BEKTOPIEB p——06+288-{40.087)
K-Hanbnuxumx cyciaie 4 I O250-(+8-221)
Bunaakosuia Aic F 6+3318-(+0+118)
Henpomepexa 1 p———0+492 (+0.051)
0.0 0.2 0.4
Tou4HicTb
PucyHox 7 — IOpiBHSAHHA CTiMKOCT1 MoIejie¥ 3a IOOIOMOTOI KPOC-—

BaJjiimanii

Bapto Bim3HauuTH, 10 KpoC-Balifallisi BUSBWIA JESKI BIIMIHHOCTI y TOpPIBHSHHI 3
pe3yabTaTaMy 3BUYaifHOTO TeCTyBaHHS. 30KpeMa, HelpoMepexa 3HaYHO TTOKPAIIIIIa CBOIO TIO3UIII0
BITHOCHO 1HIIMX MOJIENEH, 110 MIATBEPKYE ii Kpalry 3aTHICTh 0 aJanTallii A0 pi3HUX PO3MOILTIB
JTAHWX Ta MEHITY CXWJIBHICTH JIO IEpEHAaBYAHHSI.

3aranioM, pe3ynabTaTH Kpoc-BajJijalii MiATBEpIKYIOTh, L0 HeWpoMmepexa € HaiOLIbII
e(eKTUBHUM Ta CTAOUIbHUM PILICHHSIM Ul AaHOT 3a/4a4l kiacuikaiii, JEMOHCTPYIOUH K BUCOKY
TOYHICTh, TaK 1 100pY y3arajJbHIOBAJIbHY 3aTHICTb.

VY pe3ynbTaTi IPOTHO3YBAaHHS 32 JOTIOMOTOI0 HaBUEHOT HEHpoMepexki Oylio onpaiboBaHo 35
BapiaHTIB, 3 AKHUX NepeadadyeHHs 30iriaucs 3 pealbHUM BUOOpOM cTyneHTIB y 30 Bumaakax Ta He
301rucs y 5 BUTIAJKaXx.

Bincorok 36iriB (TouHicTh nependaucHs): 85.7% (puc. 8). Helipomepeska modpe nependaumniia
nonyispHicte aucuuiutid. Ha miarpami (puc. 9) BimoOpakeHO TOPIBHSHHS MPOTHO30BAHUX
pe3ynbTaTiB HEHPOHHOT Mepexki (CHHIN KOMIp) 13 pealbHUMHU TAaHUMU (3€JIeHUH KOip) A 0OpaHux
CTyACHTaMH IWCUUIUTIH. Helipomeperka B MiIOMy AEMOHCTPYE TEHJACHINIO JO MPaBHIBHOTO
posmnoaiuTy nporHo3sis [17].
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CnieeigHoweHHs 30iris i po3bixHoCTER

Po36ixHOCTI

36irn

Pucynox 8 - TouHlicTb nepenbadeHb

MopiBHAHHA PO3MOAINY peanbHUX Ta NPOrHO30BaHKUX 3HAYeHb

14 4 EEE PeanbHWA BUBIP
CnporHo3oBaHui Bubip

12 A

101

YacToTa

1 2 3 4 5
OucuMnnida

Pucynox 9 — ITopiBHSHHS CIPOrHO30BaHUX JTAHUX 13 peaIbHUMHU

Ha ricrorpaMi BHAHO, IO MOAEIbL HEUPOMEDPEKI IEMOHCTPYE XODOIIY BIAMOBIAHICTE MIXK
nepeadayeHuMHy (IIoOMapaHYeBUM KOMIP) Ta PeAbHUMHU (CHHIM KOMIp) 3Ha4YeHHsIMU. TakKoX BHUIHO,
0 MOJEb JEMOHCTPYE Pi3HY TOYHICTH MPOTHO3YBAHHS 32 PI3HUMH OIIHKaMH. 3arajoM, TOYHICThb
JUTS OUTBIIOCTI TUCIUILTIH 3aJTUIIAE€THCS TPUMHATHOIO, TIPOTE € MICIIE JIJIS TOKPAIICHHS.
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BUCHOBKHA

VY xomi pochikeHHs Oylo YCHIIIHO pO3po0JieHO Ta BHUIPOOYBAaHO MOJENb IITYYHOT
HEHWPOHHOI MepeXi JJI MPOTHO3YBAHHS BUOOPY CTYJAEHTAMHU JUCIUILIIH BUILHOTO BUOODY.

CtBopeHa bararolraposa NepLENTPOHHA MEPEKa IPOACMOHCTPYBAIIa BUCOKY IPOTHOCTHIHY
3IATHICTH, JOCSATHYBIIN TOYHOCTI 85,7% Ha TECTOBHX AaHMX. Lle CBIXYMTE PO 31aTHICTH MOJEII
YCIIIIIHO BUSIBJISITH CKJIQ/IHI HEMIHIMHI 3aJIe)KHOCTI MK aKaJeMIYHUMHU TTOKa3HUKAMHU CTYJCHTIB Ta
iXHIMH OCBITHIMH yITOJ00aHHSIMH.

[lopiBHsIBHUN aHami3 3 ciMOMa albTEPHATUBHUMHU aJTOPUTMAMHM MAIIMHHOTO HAaBYaHHS
HiATBEPAMB TiepeBary HEHpoMepeki, sSKa 3HAYHO IMEpeBEpIIMIa BCl 1HIII METOIM 3a TOYHICTIO
MIPOrHO3YBaHHS.

Pesynbrat 3-(honmoBoi Kpoc-Bamijamii MiATBEPAMIM BUCOKY CTaOLIBHICTh HEHpPOMEpexKi
(cepennst Tounicth 0,492 + 0,051), mo cBiquUTH TPO ii 34aTHICTD O €PEKTUBHOTO y3aralbHEHHS
HE3AJICKHO BiI KOHKPETHOTO PO3IOILTY HABYAIbHUX JaHUX.

Monenbs npoieMOHCTpyBalla XOPOUTy 3JaTHICTh 10 MPOTHO3YBAHHS MOMYJISIPHOCTI PI3HUX
JUCIUTIIIH CepeJl CTYJAEHTIB, IO MiATBEP/KYETHCS BUCOKOIO BIMTOBITHICTIO MIXK TIEpe10aYeHUMU Ta
peanbHUMU pe3yiabTatamu BuOopy (30 3 35 Bumaakia).

OrpumMaHi pesy/nbTaTd BKa3yloTh Ha [EPCICKTUBHICTh MONANBIIOTO BAOCKOHAICHHS MOJCII
HUIAXOM 301IbIIEHHS 00CSTY HaBUAJIbHUX JAHMUX, ONTHMI3allli apXiTeKTypu Mepexki Ta BKIIOUYCHHS
JIOTATKOBUX (paKTOPIB, 110 BILIMBAKOTH HA OCBITHIN BH6ip CTYJCHTIB.

3anponoHoBaHuit HGHpOMepe)KHI/II/I MIXix Moxe OyTH YCHINIHO IHTEIPOBAaHHH B
IHTEICKTYalbHI CHCTEMH MiATPHMKH NPUAHATTA PIMICHs B OCBITHIX 3aKjajax s TMOKPaIICHHS
aKaJeMIYHOro KOHCYJIbTYBAaHHSA Ta MEePCOHANI3a1lii HABUAIBHOTO MPOLIECY.
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B3. Fundamental Social, Educational, Ethical and Regulatory Foundations of
Al. dynoamenmanvui couianvui, oceimui, emuyuni ma Hopmamueni ocnoeu LT

YJIK 004.8:378
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Ykpaina).

BUKOPUCTAHHS BEJIUKAX MOBHUX MOJIEJIEN ¥ POBOTI BUKJIAJTAYA BH3.

Anomauia. Y cmammi y3a2aibHeHo 00C8i0 UKOPUCTNAHHS BEIUKUX MOBHUX MoOeell Y cucmemi Uuyoi
0C8imuU, PO32IAHYMO O0COOIUBOCMI IX 3ACMOCY8AHHA Y Ni020MOBYI HABYANLHUX Mamepianis, opeaHizayii
HABYANbHO20 Npoyecy ma niompumyi iHOUsioyarvHux mpackmopii Hasuanus. IIpoananizoeano cyvacHi
MONCIUBOCTE MYTbMUMOOANLHUX MOOeel, X polb Y NepcoHanizayii HA8YaHHs, A MAKONC 6NIIUE PEHCUMIB
pobomu, maxux sx canvas ma guided learning, na gopmysanns kKoeHimueHo2o HABAHMANCEHHSL CIYOEHMIE.
Oxpemy ysazy npuoiieHO MemoouKam egexmueHo20 NPOMIMUHSY MA GUKOPUCMAHHIO KOPUCTYB8AYbKUX
Gaiinis Ons niosuweHHs mouHocmi ma peiesanmuocmi pezyromamis. Iloxazano, wo BMM moscyms 6ymu
KOPUCHUMU O/l CMBOPEHHS A0ANMUBHUX HABYANbHUX Mamepianie, Ni020MOBKU OYIHIOBANbHUX 3ac0018,
asmomamu3sayii ananizy 0dicepei ma noby008u cneyianizoeanux yugdposux menmopis. Onucano npobiemu ma
00MedICeH s, NOG A3aHI 3 2eHEPayiclo 2paiuHUX Mamepianie i MONCIUSUMU KOSHIMUSHUMU DPUSUKAMU
HaOMIpHOi asmomamusayii HaguanbHuUXx 3ae0anb. Hageoeno pexomenOayii w000 8ionosidaibHo20 ma
egpexmugnozo suxopucmanns BMM y oianvnocmi euxnaoayie BHS3.

Kniouosi cnoea: eenuxi moeni moodeni, LIl 6 oceimi, npomnmune, Canvas-peicum,
MYTbIMUMOOAIbHICIb, NEPCOHANI3AYISL HABYAHHSL.

Abstract. The article generalizes the experience of applying large language models within higher
education and examines their role in supporting teaching, learning, and the development of personalized
educational paths. It focuses on how modern multimodal systems enhance the creation of learning materials,
improve instructional design, and support student engagement through guided learning and iterative
knowledge-building. The paper analyzes prompt-engineering techniques, the integration of user-provided
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documents to increase contextual accuracy, and the use of intermediate text-based diagram representations
for reducing hallucinations in graphical outputs. Special attention is paid to advantages and limitations of Al-
assisted content generation, including cognitive risks associated with overreliance on automated tools. The
study discusses how LLMs can be applied to build specialized Al tutors, generate assessments, summarize
diverse sources, and support educators in preparing course materials. Recommendations are provided for
responsible and effective use of LLMs in university teaching, highlighting strategies that maintain academic
integrity while improving efficiency and learning outcomes.

Keywords: large language models, Al-assisted teaching, prompt engineering, guided learning,
multimodal systems, educational personalization.

[NocranoBka npoGiiemu.

[losiBa Benmukmx MoBHHX Mojeneld (BMM) Ta crhpomeHHS AOCTYIy OO0 HHX BENHKIH KUIBKOCTI
KOPUCTYBauiB, CIHPUYMHWIN BEIMYE3HY MOMYJSAPHICTh LUX MOZEIEH Ta HaMaraHHs 3acTOCYBaTH iX Y
HaMpi3HOMAHITHIIIMX OONACTAX JIOJACHKOI AisIbHOCTI. 3apa3 BinOyBaeThCs €Tall HAKOMWYEHHS JOCBiAy Ta
(¢opMyBaHHA Ha HOTO MiJCTaBi MPaKkTHUK BUKopucTaHHs BBM y pizHux ramys3sx. MeToto 1iei poOoTH € TieBHE
y3arajilbHEeHHs iX BUKOPUCTAHHS Yy TaTy3i BUIOI OCBITH IPYHTYIOUHCH Ha BIACHOMY JOCBI/Il, POAaHATi30BaHIH
JiTepaTypi Ta NMEBHUX TEHICHILISAX PO3BUTKY. 3 IHIIOI CTOPOHH, 3’SIBISETHCS BENMKA KUIBKICTh HOBHX
IHCTPYMEHTIB, OCHOBOIO sikux € BBM. Bouu mBuHAKO MOAM(DIKYIOTbCA, NOJAIOThCS HOBI (PyHKIII Ta
Moauikarii i IikaBoro € 3a1a4a chopMyBaTH AKUUCH MiHIMaTbHUNA HA01p KOPUCHHUX IHCTPYMEHTIB, III0 MOKHA
PEKOMEHIyBaTH JJIsl 3aCTOCYBAHHS Y Tajly3i BUIIOI OCBITH.

AHaui3 oCTaHHIX MyOJIiKaIlii.

e pix ToMy BeJ¥Ch aKTHBHI AUCKYCIi MOAO:

®  JI03BOJIUTH ¥ 3a00pOHHUTH BUKOpHcTaHHS BBM y HaBuaipHHX 3aKianax,

e un € BUKopucTanas BBM akanemiuno moOpouecHUM 4H Hi
3apa3 y OLIBIIOCTI JepxaB 3’ IBUIIHCH PETYIATOPHI TOKyMeHTH. B YkpaiHi, 30kpeMa, € 1eTanbHi peKoMeHIaIii
MinicrepctBa OcBiTr i Hayku [1], ne neTanbHO po3risHyTo qo0pouecHi MeToau Bukopuctanus LI B ocBiTi.
To x Temep AWCKYCii Ta MOCTIHKEHHS BEIyThCA BXKE HaJ NMUTaHHSIMH BIDIMBY BBM Ha mokpameHHs 9u
HOTiPIICHHS 3HAHb CTYICHTIB [2,3,4] Ta METOTMKAMH, SIKi TO3BOJISIOTH TIOKPAIUTH 3HAHHS CTyaeHTIB [5,6].

VY ekcriepuMeHTi, orrucaHomMy B poborax [2,3,4], TpbOM Ipymam CTyISHTIB Aald OJJHAKOBE 3aBaHHS
HanucatH ece. [lepiriii rpyri He T03BOJISIIOCh KOPUCTYBATHCh JOAaTKOBUMH 3acobamu (*'Brain-only™), npyriii
JTO3BOJIMIIM KOPUCTYBAaTUCH TIOIIYKOBUKaMH, a TpeTii — BMM. Mertozgonorist BkiItoyana 3amicH MO3KOBOI
aKTHUBHOCTI 3a gornomororo enekrpoeniedanorpadii (EED), ananis npuponnoi mosu (NLP) Ta iHTEepB’10 Ay1s1
OIIIHKY KOTHITMBHOTO HaBaHTKEHHS Ta BimuyTTs aBTopcTBa. AHamnmi3 EEI BusBHB, 110 CcTyNiHb HEHPOHHOT
3B’SI3HOCTI CUCTEMATHYHO 3HIDKYBABCS MPOIIOPIIHHO JI0 30BHINTHBOI MIATPUMKHN: HAWCHIIBHIIII Ta HARIIHAPIII
Mepexi JeMoHcTpyBaia rpyma "Brain-only", BimoOpakarouw BUIIHMIA PiBEHh BUKOHABYOI'O KOHTPOJIO Ta
BHYTPILITHBOTO CEMaHTUYHOTO ompamtoBaHHs. Bukopucranas BMM npu3Bouio 10 Halcnadmoi 38’ 13HOCTI,
II0 KOPEJIOBAJIO 3 HHU3bKMM DIBHEM CIPUHHATOTO aBTOPCTBA €C€ Ta 3HAYHMM IOTIPLICHHSM 3AaTHOCTI
YYaCHHMKIB IPaBUJILHO IUTYBATHU BIacHUM TeKcT. Lle cBigunTh mpo Te, o xoua gonomora L1 moske 3MeHIIMTH
Oe3rmocepelHE KOTHITUBHE HABAaHTa)KEHHS, BOHA MPUTHIYYE TIMOOKY KOTHITUBHY iHTErpallifo Ta Mam'sTh,
HEOOXiHI JUII caMOCTIIfHOr0 CTBOPEHHS KOHTEHTY. B mijoMy, JOCHIPKEHHS IMiJKPECIIoe KOMIPOMIC MiX
HeTalHoIo 3py4HicTio BukopucTanHs L1 Ta noTeHUiHHIM 3HHKEHHSAM HEMPOHHOI 3aTy4€HOCT], BaXKJIMBOT AJIs
JIOBFOCTPOKOBOT'O PO3BUTKY HABHYOK.

PoGota [6] mocmimkye, sk TEXHOJIOTI] T€HEPATHMBHOTO INITYYHOrO iHTENEKTy, 30kpema GPT-4 Ta
po3po6iiena Khan Academy rtatdopma Khanmigo [12], marots 3minuTH chepy ocBitu. ITiKpecIroeThes, 110
I € KIIOYOBUM €JIEMEHTOM s 3a0€3MEeUeHHs IEPCOHAII30BaHOI0 HABYAHHS Ta ONAaHyBaHHS Marepiany B
rnobanpHOMYy Macmtabi. HaBonsTbes uuciieHHI Tpukinagn BukopucranHs Khanmigo, Bkiogaroun
IHTepaKTHBHE HAIMCAHHS 1CTOpil, COKpaTiBCbKEe HACTABHHIITBO 3 PI3HUX NPEAMETIB, & TaKOXX CTBOPEHHS
CUMYJISILIH iCTOpMYHUX oOcCi0 JuId Jiajory 3i CTyAeHTaMH. XaH TakoX OOrOBOPIOE IIUPII HACIHiAKH
BrpoBakeHHs L1, 30kpema HeoOXiTHICTh TEPEOCMUCIICHHS TOHATH aKaJeMiYHOT HeToOPOYECHOCTI Ta BILJIVB
TEXHOJIOTIM Ha TBOpYI 3/1I0HOCTI Ta MPOAYKTHUBHICTH mpaii. BiH 3aKiHKae 10 «OCBIYEHOI CMUIMBOCTI» y
NPUAHSTTI IUX IHCTPYMEHTIB, CTBepAXKytouH, 1o LI Mae migBUIUTH, a HE 3aMiHHUTH, JIOACHKUHN MOTEHLa.

[ligkpeciieHHs. HEBUPIIIEHUX YaCTHUH MPOOJIEMH.

IMpaBuna no0podvecHoro Bukopuctanus BBM nerampHo ommcani y pexomenmamisx [1]. Takox y
[1,7,8] onucano edexTuBHI MeToMKH (GOpMyBaHHS MpoMnTiB 1ast BBM, HaBOSATECS NpaKTHYHI MPUKIAAN
MIPOMIITIB CaMe JUIsi BUKOPUCTaHHs y OCBITHIX 3aKJIa/laX Pi3HOTO PiBHS, € MOCHJIAHHS Ha 30BHIIIHI JyKepena i3
Habopamu moAiOHUX mpoMnTiB. Y gonoBiai [9] aBTop Takoxk onucyBaB CBiit JOCBiM BuKopucTanHs BBM st
MiITOTOBKY Pi3HOMaHITHHUX JIOKyMEHTIB. 3 MOMEHTY IOSIBH IIUX MyOJiKaliii, y podoti BBM 3’sBumnock 6araro

127



LIKaBUX PEXKUMIB, SIKIi MOXYTh OyTH €(EKTMBHO B ramy3i OCBITH, HAKOMHYUBCS JOCBIl MPaKTHYHOTO
BuKopuctanHs BBM, skuM aBTop Oakae mominuTHCh. Takok 3 °SBHJINCH HOBI IHCTPYMEHTH, IOCBIT
BUKOPHCTAHHS SIKUX Y OCBITI HEOOXITHO OCMHCIIHTH Ta CTPYKTYpPYBAaTH.

Mera poboTH Ta MOCTAHOBKA 3aB/IaHb

Astop 3actocoByBaB ChatGPT ta Gemini, a Takox inmii npoaykta OpenAl ta Google six st
MIJTOTOBKM HaBYAJIBHUX MarepiaiiB, Tak 1 Oe3MocepeaHbo I Yac HaBYAJIBHOrO mporecy. Ha
HiZicTaBl BJACHOTO JOCBIAY Trajly3eBl pEeKOMEHJalli JONOBHWJIMCH BJIACHUMHM METOJUYHUMHU
HarnpalroBaHHIMHU Ta 0yi10 BUOpaHO HAaOlp IHCTPYMEHTIB, SIKI HAWKpAIIe MiIX0AATh i €()eKTUBHOTO
3actocyBanHs 111y BH3.

Buxutan ocHOBHOTO Matepiary 1oCiiKeHHS

VY [1] pexomeHayoTh 3aCTOCOBYBaTH HacTymHUil (opmar npomntiB s BMM: “Tu -
[HaykoBelb / BUKJIa a4 / eKCIepT y Taiysi... | 3poou [3aBaaHHs |11 [ayauTOpis| B KOHTEKCTI [Tema].
PesynpTar Hamaii y opmari [ouikyBaHUi pe3ynbrat]. BukopuctoByii [oOMexeHHs / mapaMeTpHu| i
[TexHOJIOT14HI 1HCTPpYMEHTH, KO NoTpiOHO]”. Illo TyT MOXXHA YyAOCKOHAIUTH? SIK PO3IIUPHUTH ITi
pexomenaanii? CygacHi BMM 103BOJISIIOTE Y TPOMITAaX BUKOPUCTOBYBATH KOPUCTYBAIbKI (haiiim.
[TpuKpinuBIIK IO TPOMITA KOHCHEKT JIEKL1H Y1 poOouy Iporpamy, MU 3M0KEMO 3HAYHO ITOKPALTUTH
pesynbrar pobotu. Kpim Toro, reHepariss marepianiB Oyae BinOyBaTHCh OJIM3BKO 1O BalIuX
Marepiaiis, [0 0OMEXHTh KOHTEKCT TiIHKH TOK YaCTHHOO 3HaHb, 1110 OMKCaHi B KOHCIIEKTI\poOouiii
nporpami. 3MiHIOIOYH ITapaMeTp [ayauTopisi| BIAETHCS aaanTyBaTH MaTepiain 10 HEOOX1THOTO PiBHS
BAIlIMX CTYJCHTIB, OTPUMATH MPUKJIaAM\acoLiallii XapaKTepHi [Uisl BalllMX CTYJICHTIB, BpaxyBaTu ixX
iHTepecH, X001 Ui CTBOPEHHS IHIMBIAYyaJIbHUX HAaBUYAJIILHUX MaTepiaiiB Ta i€ Ui 3aHSTh.
Hanpuknan, Marouu oJMH KOHCIIEKT JeKuiil npeamery “LludpoBa enekTpoHika”, MOKHA OTpUMATH
JeTallbHI TIUO0KI MaTepiau JJisl CTYIEHTIB criemianbHoCTi “PagioTexHika” i alanToOBaHW BapiaHT
Ui cTyAeHTiB [HctutyTy I'eonesii, 1110 TakoXk 3HaHOMIIATBCS 13 pOOOTOI0 LHU(PPOBUX MPUCTPOIB.

BMM Tenep cranu MylnbTHMOJAIBHAMH 1 BMIIOTE JIOBOJII JOOpE CTBOPIOBATH 300paKCHHS.
Ha »anb, TeKCTH, 1110 NPUCYTHI Ha UTIOCTPALifX, YaCTO MICTATh MOMMUJIKH, 3MIIIYIOTbCS CTaHIAPTH
npezncrasieHHs iHgopmarnii. Tomy, mis cTBopeHHs rpadiyHOro Marepiamy, CXem, Jiarpam,
HpPU3HAYEHUX JJIS CTYACHTIB TEXHIUHUX CIIELiaJIbHOCTEH ByXY, aBTOp BUIIPALIIOBAaB METOAMKY, B SIKiH
pe3yJIbTaTOM € ONKC TEKCTOBUH omuc rpadivHOro Marepiany Ha ofHiH i3 MoB (mermaid, plantUML,
mark down, html), a ae 300paxkenns 6e3mocepenanbo. Takuil miaAXia 103BOJISE MIBUIKO BUIPABUTH
onuc rpagiqHoro Martepiainy Nnpu HasBHOCTI HeToyHocTed. HaBiTh, SKIIO KOpHUCTyBau HE BOJOJIE
BIJITIOBITHOIO MOBOIO OIHCY, BIH MOX€ MONPOCUTH BHUIIPaBUTU NMoMUIKd BMM 0OesnocepenHro y
HACcTyMHHUX 3anuTax. OcTaTouHe 300pakeHHS OTPUMYETHCS TICIS PEHICPHHTY HOTO TPeACTaBICHHS
y BiamoBigHux cuctemax [10, 11]. JleranbHo et mpoiec o6ropoproBascs y momosii [9]. Skio x
HE ICHy€ MOBa MPOMDKHOIO OIKUCY, 3aBXKIU MOkHa nonpocuty BMM renepyBatu He 300paxeHHs
0e3nocepeIHbO, a MPorpamy JAjs HOro reHepailii, Hanpukia, Ha MoBi Python. BMM HaBiTh Tak
MPAlLIOTh CAMOCTINHO y BUMAJKY 3aj]a4 aHaNI3y JaHUX Ta MOO0YJ0BH JllarpaM.

binbmicte BMM 3apa3 Mae pexxuM poboTH “canvas”. Bin nossrae y CTBOPEHHI JIBOX BIKOH:
oziHOTO /U1 yaTy 13 BMM, a iH1oro - 1uist pe3yibTytouoro JokyMeHTy. KopuctyBau Mae MOKIUBICTh
HE TUTBKU 3MIHIOBAaTH Pe3yJIbTYIOUHH TJOKYMEHT 3a JIOIIOMOI'00 ITPOMITIB, a i 6e31mocepeiHbo Horo
penaryBaTH, HIBHIKO BHAAISIOYM HETOYHOCTI YM TamionuHamii. Tak 3HAYHO NPUIIBHINIYETHCS
OTpUMaHHS pe3ynbTaTiB. KpiM TOro, ocTaTouHuil pe3ynbTaT KOpUCTyBau Ma€ MOXKIIMBICTh 30epertu
y notpiOHOMY Homy dopMmarTi.

[le oxun KopucHUIA pexxum podotn BMM HasuBaethes “Learn and study” um “Ywuitbes Ta
nmi3HaBaiite”. Came HOro MOXXHA pPEKOMEHIyBaTH CTyJAeHTaM Jid BUKOpucTaHHd BMM vy
HaBYaJIbHOMY IIpoOIleci, a/pke Npu Horo BukopucTaHHi BMM posnoBigae mpo 3agaHy Temy
HEBEIMYKUMH TIOPILISIMU, TEpeBips€ OTpUMaHI 3HAHHS Ta MPOJOBXKYE pPYyXaTUCh Jajl, JIHILIE
NEPEeKOHABILIHUCH, IO CTYJICHT 3aCBOIB MOMNEpeaHI0 TeMy. Lle Tak 3BaHe COKpaTiBChbKe HACTABHHUIITBO
(MaeBTHKa), SIKE CTUMYJIOE CTYJEHTa HAa CaMOCTIMHMI momyk mpoGiemu. Takuil miaxiJ 3HAYHO
301IbIIIy€ KOTHITUBHE HaBAHTAXXCHHS Ha CTYJEHTa, 3MEHIIYIOUM HeraTuBHI BIiinBM BMM, onucani
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B [2,3,4] Ta posrisuyTi Buie. BukiagauaM Takuil peXXMM BapTO BUKOPHUCTOBYBATH, KOJHM Tpeba IIBHIKO
MIPUTAIATH SKYCh TEMY UM MIATOTYBATHCH 10 3aHATTSI.

I ChatGPT 1 Gemini J03BOJIsIE CTBOPIOBAaTH BJIACHHX IMOMIYHHKIB (MEHTOPIB) IIJISAXOM
CTBOPEHHSI CHCTEMHHMX IPOMITIB, fKi 3aJal0Th aJroputM BiamoBizi BMM Ha 3anurtanus. Y
exocucteMi ChatGPT Bonu HazuBaroThcs GPTs, y Gemini — Gems. JletanbHo iX CTBOpeHHsI Oyjie
po3TIsiHYTO HIKYe. TyT 3BepHEMO yBary Ha Bxke ToToBi KopucHi Gems Big Google. OnuH i3 HEX
Ha3uBaeTbes Storybook Ta mpu3HaueHUi 171 CTBOPEHHSI HEBEIMKUX KHIKOK Ha 33JjaHy TEMaTUKY 13
uTrocTpanisMu. ABTOp HaMaraBcsi BAKOPUCTATH HOTO ISl ypi3HOMaHITHEHHS JIEKIIIHHOTO MaTepiary
Yy IHCTPYKLIH 1t 1abopatopHux poOit. Otpumani pesynbratu [14, 15 | mokazamm, mo Storybook
MOXe OyTH I[IKaBUM Ta €QEKTHBHHM I CEpeAHbOI IIKOJW. Y BHUINIA MIKOJI HOTO Ba)KKO
BUKOPHUCTATHU. SIKIO0 TEKCTOBHI BMICT CTBOPIOBABCS JI0BOJII a/IEKBATHO /10 BBEJCHOI'O KOPUCTYyBaueM
IPOMIITA, TO Maii’Ke HE BJIAJIOCh JIOOUTHUCH, 1100 TeHEPOBAaHUH LIFOCTPaTUBHUI MaTepiall HE MiICTUTUB
(daHTa31i YK rajrorHaIii 1 300pakeHHs BIIIMOBIIaIM IIEBHUM TEXHIYHUM cTaHaapTaM [ 14].

Oco0nuBo Bapto BinzHauuth iHcTpyMeHT NotebookLM Bin Google. Bin Bukopuctoye 111
JUTS IOCITIDKCHHS 3aBaHTaXEHUX KOpUCTyBaueM Jukeped (1o 50 mxepen Ha oxus Notebook). Bpaskae
KiJIbKICTB miaTpuMyBanux Gopmaris mxepen - PDF, .txt, Markdown, Audio (e.g. mp3), .docx, .avif,
Jbmp, .gif, .ico, .jp2, .png, .webp, .tif, .tiff, .heic, .heif, .jpeg, .jpg, .jpe. Illo moxHa momaBaTH
nocuiaHHs Ha BeOcadit Ta YouTube. Ilpu mpomy mKepena MOXYTh OyTH Pi3HOMOBHHMH.
ABTOMaTHYHO OYIyeThCS pe3loMe Ha MIACTaBl BCIX JKepesd, € BOyIOBaHI IHCTPYMETHTH, IO
JO3BOJISIIOTH  Oy/AyBaTH ayAio pO3MOBiIb, BiZ€O pO3MOBIAb, IHTEIEKT-KapTH, iH(orpadiky,
¢uemkapty, BikTopuHH (QUiz). BigmoBimi Ta iHmmn apredakTd OymylHOThCS TiJIbKM Ha MiJCTaBi
iHpopMalil i3 BKazaHMX\3aBaHTOKEHHUX JUKeped. ABTOp BuKopucToByBaB NOtebOOKLM s
re”eparlii eKk3aMeHalliiHUX MUTaHb HA MiACTaBl TeKCTy miapy4yHuka. [leperBoproBatu pi3Hi popmaTu
Bignosigi NotebookLM e He BMmie. Tomy, a1 3aBaHTa)KEHHS 3TCHEPOBAHUX MMUTAHb Y CUCTEMY
ynpasiinas HaBuanHsM (Moodle) mosenock ckopucratuch ChatGPT Ta mpomToM, 1110 MepeTBOPHB
CIHCOK 3amuTanb y XMl ¢aiin, sskuii MoxxkHa O0e3nocepeinbo 3aBantaxutu y Moodle. 3aranom moxna
pekomenayBatu NoOteboOkLM  Bukmamauam, sSK OCHOBHHMH I1HCTPYMEHT JUIS IiATOTOBKH
PI3HOMAaHITHUX MaTepiatiB i3 KOHCIEKTY JIEKLIN Y MiApyYHHKA. Takoxk BiH 4yJOBO CIIPABUTHCS MIPH
nepeBe/IeHH] BiJIC03aMKCiB K1, y TEKCTOBUH dopMart.

HanzBuuaitHo 1mikaBl IHCTpYMEHTH Ul BHKJIaJada NpPeACTaBi€HI Ha IaTdopMi
Khanmigo[12], sika onwucana B [5]. Ilnardpopma mictute Benudesnuii Hadip LI-iHcTpymMeHTIB st
BUKJIafa4diB Ta iHauBinyanpHux LlI-penerutopiB ans cryaeHnrtiB. [loku noctynmHa mumie Ha
anriicekiit MoBi. [ToxiOHi HII-peneTutopu MokHa OynyBaTH 1 32 JOIMIOMOI'OIO BXKe 3raflaHUX BUILE
GPTs abo Gems. Jlnsi 11bOT0O 3aCTOCOBYIOTHCS MEXaHI3MHU CHCTEMHHUX IPOMIITIB, CTBOPEHHS SKHX
omucano y [8]. I[HcTpykii, onrcaHi B CHCTEeMHOMY MPOMIITI 331al0Th NoBeaiHky BMM Ta maroTh
BULIMI MpIOpITET, HIK 1HCTPYKIII B KOpHCTyBalbkoMy npommnti. [logiOHO 10 KOpHCTYBaIbKOTro
IPOMIITY, CHCTEMHMI IPOMIT Mae CBil (popmar, 1110 CKIAJAEThCA 13 pOJIi, METH, KOHTEKCTY, popmary
BIJINOBI/1, MpaBWi Ta MPUKIaAIB 1HCTpyKUid. Hipkue npuBeneHo mofiOHMN MPOMIIT, CTBOPEHUMN
aBTOPOM Ui TOBTOPEHHS MaTepially Ta MOIJIUOJeHHA 3HaHb 13 ympasiiHHS aanumu (Data
Governance):

system prompt: |

Ty BUCTyINacl Ak OOCBlOoueHUM MeHTOp 13 Data Governance 3 pealbHUM
IOCBimoM y BIpOBamXeHH1 NOJ1TMK YHNPaBJI1HHS IaHMMM Ha P1BH1 BEJIMKUX
opraHizauin.

Mosa MeTa — TJIMOOKO BMBUUTHKM TeMy **Data Governance** 3 QOKyCOM
Ha:

- OPUHLUUNONM ¥ KOMHIOHeHTM (data ownership, stewardship, lineage,
cataloging, quality, privacy)

- cra”HzmapTtr (DAMAD-DMBOKZ2, ISO 8000, GDPR)

- ixcTpymenTu (DataHub, Collibra, Apache Atlas, dbt, Great
Expectations)

- NpakTUYH1 KeMcu BIpOBamkeHHs B OiszHeci
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- pomnb Data Governance Yy 3abesneueHHi **Data Quality** Ta
**DataOps**
Miv piBeHb: cepenuin. Hobpe 3Hawo SQL, ETL, Tpoxmu IpaloBaB 3
Data Quality Tools i1 Airflow. Xouy CTPYKTYPYBaTU Ta HOTJIMOUTU BHAHHS
caMe 3 TOUKM 30py **Data Governance Framework**.
MeTon HaBUYaHHA:
- Tlomimay TeMy Ha HeBeJMKl OJOokKM: OIOMH KOMIIOHEHT — OIHe
IIOSCHEHHSA
- TomaBal MaTepiayl CTPyKTYPOBaHO: BCTYIl — IIOSCHEHHS — IpUKIAL
— KOHTPOJIbHE IIMTaHHS
- He mnepexonp mo HacTynHOT'O OJIoky 6es3 MOT'O HiOTBepIXeHHS
dopMaT KOXHOTO OJIOKY:
. Koporkum BcTyn (l-2 pedeHHSH)
. IIogCHeHHS KJIOYOBMX TEepMiH1iB (13 MapKOBaHMM CIMCKOM)
. PeaybHUIM npukialn (KOPHOPaTHUBHMUM abo TeXHOJIOT1uHMM KeMC)
. KoHTpospHe 3amnmTaHHA O]9 MeHe (TecT abo open-ended)
. OnuimHo — mocwmiiaHHsa Ha 1HcTpymenTtu / crarTi / Mozmesii
TUJIb :
- IpyXH1M, 3pO3yMijwuM, 3 BUKOPMCTAHHSAM IPaBMUIIBHOLI TepMiHOJOT1I
- IlosacHIOM CKJagHe udepes aHajoril
- SKIO 4 MNOMMIISIOCE — BUIIPAaBJIAM OOEpPeXHO M IIOSCHIOM, YoMy

1
2
3
4
5
C

TexHiunui dopmaTu:

- [oscueHHsa Markdown

- Tabnmui, 9KmMO MOeThCA NPO HOPlBHAHHSA MoIeJel uu QpeVMBOPKiB

- Moxemw reHepyBaTu YAML-xoHOirypauili abo npuxkiazu dbt-
CTPYKTYPU, SAKIO PEeJIeBAHTHO

JomaTkoB1 3anmuTu:

- 3a norpebm MOXy HNONpoCUTHM Opukjanu 3 DataHub, dbt, Great
Expectations

- Axmo xodeum — MOXell caM 1HiNioBaTy MiH1-OpoeKT ("CTBOPM NPOCTY
Data Governance moJiTuky nJjs crapTany", Toumo)

Ouikyrn 1TepaTMBHEe HaBuUaHHA: He IIocCHIimay, podekamcsa Moel
peakiii.

[ToniOH1 cucTeMHiI MpoMITH OylIM MIATOTOBIEHI aBTOPOM Uil HpPEIMETIB “ApXITEKTypa
KOMIT I0Tepa Ta omnepauiiHi cucremu”, “CepeoBHILEe Ta KOMIIOHEHTH PO3pOOKH y MOJIENIOBAHHI 1
aHaui31 JaHux’’ Ta OyayTh BIPOBA/XKYyBAaTUCh Y HABUYAHHS HACTYITHOTO CEMECTPY

BMCHOBKU
B fonoBHeHHS 10 peKOMeHJaliii HOPMAaTHBHUX JOKYMEHTIB aBTOP NPONOHYE IpH
BUKOopHucTaHHI LLM yacTiiie KopucTyBaTHUCh peXUMOM canvas, BUOYI0BYIOUH ITEpaTUBHUI Mpoliec
CTBOPEHHSI JIOKYMEHTIB, y sikoMy Bukianad ta LI nomoBHioe omun opnoro. Illnsxom 3MiHH
KOHTEKCTY B 3allUTax aJanTyBaTH MaTepiai 13 TUX caMuX JKepell sl ayJUTOpiH 13 pi3HUM piBHEM
niarotoBku. [Ipu CTBOpEHHI cXeM, MaJIIOHKIB Ta (OpPMyJ BUKOPUCTOBYBATH MPOMIKHE TEKCTOBE
npencrasieHHs (mermaid, plain uml, latex,markdown 1 T.11.), 1106 MaTH MOKJIMBICTH BYACHO Ta JIETKO
BUIIPABJIATH NMOMWIKM Ta ycyBaTH ramouuHanii. [upoko BukopucroByBatn NotebookLM s
poboTu 13 KepenamH, SKI HamkcaHi Ha pPI3HUX MOBaX, PI3HOTUIHUMH JDKEpElaMu: TEKCT,
aynio/Bigeo, BeOcaliTu. Takox wel I1HCTpyMEHT eQeKTUBHUN NJs TeHepalii ayaio pes3loMe,
BiJICONPE3EHTAllif, KOPOTKUX TeCTiB Ta (em KapTok. BHkopHcTOBYBaTH MiAXOIM CHUCTEMHOTO
MIPOMIITUHTY U1l CTBOpPEHHS crenianizoBanux yatiB lI-peneTuTopis, 110 HaBYalOTh CTYJEHTIB 3a
JIOTIOMOT'0I0 METOJy COKpaTiBCHKOI'O HACTaBHMIITBA, YHHMKarOuu Oe3MocepeqHiX BiAMOBiAeH Ha
NUTaHHS Ta AaBTOMAaTHYHOIO BUKOHAHHS JIOMAlIHIX 3aBAaHb. CTUMYyIIOBaTH CTYIEHTIB
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kopuctyBaTuch LLM y pexumi "yuiTees Ta mizHaBaiite", "guided learning" mys mepconamizarii
HaB4YaHHA.
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VJIK 004.8

Bounapes 5. I'. (/[onbacvra depocasna mawurnobyoisna akademisn, m. Kpamamopcok-Tepronine,
Ykpaina).

3ACTOCYBAHHS HITYYHOI'O IHTEJEKTY B CYUYACHIA OCBITI.

Anomauyia. Y cmammi 00cniodiceHo 0cobausocmi po3euUmKy ma 6NpOBAOINCEHHST MEeXHON02il
WMYYH020 [HMENeKmy 8 CydacHe O0c8imHe cepedosuuje. Busnaueno ocnosui nanpamu euxopucmanms
IHMENeKMYAIbHUX CUCmeM O NEePCOHANi3ayii HAGUAHHA, ABMOMAMU3AYIL Neda2o2iuHux npoyedyp i
nIOBUWEHHS AKOCMI ananizy oceimuix danux. OKpeciieHo Haykogi nioxoou oo immezpayii LIl 6 oceimuio
NPAKMUKYy ma NpoaHani3o8ano npoobieMu, HO8’sA3aHi 3 emuKkol, 0e3neKow OaHux, aKdoemMiuHow
000pouecHicmioo ma HepieHUM O0CMYnoM 00 yu@posux mexHonoeilu. Pozenawymo cyuacni mendenyii
PO3BUMKY THMENIeKMYANbHUX NAAMBOPM | MONCAUBOCI IX 3ACMOCY8AHHA OJi4 ONMUMIZAYIl HABYANLHOZ0
npoyecy, niOMpUMKU Ne0azo2ie ma CImeoOpPeHHA HYUKUX 0c8imHix mpackmopiu. Ilokasano, wo nedocmamHso
PO3POOIEHUMU 3ATUUUAIOMBCS MEXAHIZMU MOHITMOPUHEY MA KOHMPOJIO PIletb, 32eHEPOBAHUX ANCOPUMMAMU,
a Maxoodic Mooeni ynpasuinua puzuxamu nio vac inmeepayii LIl ¢ naguanvue cepedosuuye. 3anponorogano
pekomeHOayii wooo 8iONo8i0AIbHO20 BUKOPUCTIAHHSA IHMENeKMYAIbHUX MEeXHON02I 3 Memor Ni08UleHHs
ehexmuernocmi ma be3neuHocmi 0Ce8imHvLOI OIAILHOCHII.

Knrouosi cnoea: wmyunuii inmenekm, 0ceimd, NepCOHANI3AYis HAGYAHHA, YUDPOSI MexHOoN0eil,
emuKa, akademiuna 006pouecHicmo.

Abstract. The article examines the development and implementation of artificial intelligence
technologies in the modern educational environment. It highlights the key directions of applying intelligent
systems for learning personalization, automation of pedagogical routines, and improvement of educational
data analysis. The study reviews scientific approaches to integrating Al into educational practice and identifies
challenges related to ethics, data security, academic integrity, and unequal access to digital technologies.
Current trends in the development of intelligent platforms and their potential to support teachers, optimize the
learning process, and create flexible educational trajectories are discussed. It is noted that mechanisms for
monitoring and evaluating algorithm-generated decisions, as well as risk-management models for Al
integration, remain insufficiently developed. The article provides recommendations for the responsible and
safe use of Al aimed at enhancing the efficiency, transparency, and reliability of educational activities.

Keywords: artificial intelligence, educational technologies, learning personalization, academic
integrity, data security, ethical challenges.

[IBuKMIT pO3BUTOK TEXHOJIOTIH IITYYHOTO 1HTEJIEKTY CYTTEBO BIUIMBA€E HA TpaHC(HOPMAIiIO
OCBITHIX MIJXO/IB 1 CIOCOOIB OpraHi3alii HaB4aJbHOTO Ipolecy. [HTeneKkTyalbHl cCUCTEMH Jenai
YacTIile I1HTErPYIOThCSI B OCBITHE CEpEeIOBHINE, 3a0€3MEeUyroYd TEpPCOHAI3AIl0 HaBYAHHS,
ABTOMATHU3AIIII0 PyTUHHUX MEAAroTiYHUX /il Ta MOKJIMBICTh TIMOOKOTO aHalli3y OCBITHIX JaHUX JIJIS
HiIBUIIEHHS SKOCTI HABYAIBHOTO PE3YNbTaTy. Y TaKMX YMOBAX 3MIHIOETHCS HE JIUIIE METOJIUKA
BUKJIAJIaHHS, a i MOJIeNb B3a€MO/IIT MK yUUTEJIeM, YUYHEM 1 IIUPPOBUMH IHCTPYMEHTAMHU.

[TomupeHHs: HMPPOBUX TEXHOJIOTIH 3yMOBIIIO€ 3pOCTaHHS POJI IITYYHOTO 1HTENIEKTY (Jam —
HII) 5K KIF04YOBOIO €1EMEHTY Cy4yacHOI CUCTeMH OCBITH. HOBITHI iHTeNEKTyaIbH1 INIaTGOPMHU 3/1aTHI
aJlanTyBaTHUCS 10 1HAUBIIyAIbHUX 0COOIMBOCTEHN 3/100yBaUiB OCBITH, MOJCIIIOBATH 1XHIO HABUAIbHY
NOBEJIHKY Ta CHpPUATH MiJBUIIEHHIO 1HTEPAKTUBHOCTI OCBITHHOIO mpouecy. Taki 1HCTpyMEHTH
0a3yl0ThCsl Ha MDKIUCIUIUIIHAPHUX JIOCSATHEHHAX Y c(epl IITYYHOrO 1HTENEKTY Ta IMOENHYIOTh
KOMIT FOTEpHI, IICUX0JIOTr0-Nearoriyni i ynpaBiIiHChKI IMiIX0IH.

Opnak pazom i3 notenuiagom LI BucyBae 1 HU3Ky CYTTEBUX BUKJIHUKIB: MPOOJIEMHU €THKHU Ta
Oe3meKku JaHUX, MUTAHHS PIBHOTO JOCTYMY JO TEXHOJIOTiH, 3arpo3u MOPYIIEHHS aKaJeMidHOi
JOOpPOYECHOCTI, @ TaKOX PU3UKH HAJAMIPHOI 3aJIeKHOCTI BiJl 1HTENEKTyaJIbHUX CUCTEM. Yce e
aKTyaii3ye noTpedy B HAyKOBOMY JOCIIKEHHI TOTO, SKMM YHHOM INTYYHHUH 1HTEIEKT MOXKe OyTH
BIPOBAHKEHUI B OCBITY €()E€KTHBHO, BIAMOBIJAIBHO Ta O€3 HETaTUBHUX HACHIJKIB JIJISl yYaCHUKIB
OCBITHBOTO TIPOLIECY.

HITyyHuit 1HTENEKT Ma€e TOTEHLIad MOJEpPHI3yBaTH OCBITY, ajue [Uisl JIOCSTHEHHS
MaKCUMAaJbHOTO e(eKTy MOTPiOHO MiAXOMUTH JIO MOro BIPOBAKEHHS 3 OOEpeXHICTIO Ta

132



cucreMHictio. [lix gyac Bubopy inctpymenTiB LI cimig BpaxoByBaTu 0araTo BaKJIMBHUX aCHEKTIB iX
BUKOPHUCTAHHS — BIAMOBIIHICTh HABYANBLHUM MM, 3a0€3MEUCHHS 3aXHUCTY MEPCOHAIBHUX JaHHUX
YYaCHUKIB OCBITHBOI'O MpPOLECY Ta PIBHOIO JTOCTYNYy YCIM YYHSIM, JOTPUMAaHHS aKaJIeMi4HOi
N00pOYeCcCHOCTI, a TakoX 3anexHicTh Bif LI, sika Moke MpHU3BECTH O BTPATH MEBHUX HABUYOK,
TaKUX K KpUTUIHE MUCJICHHS Ta TBOPYICTH[1].

VY nocnipKeHHIX, MPUCBIYCHUX PO3BUTKY IITYYHOTO 1HTEJNEKTY B YKpaiHi, 0co0nuBe Micie
BIJIBOJIUTHCS OCBITHIH cdepi SK MPIOPUTETHOMY HAMpsSMY WOrO BIPOBAKCHHS. ACHEKTH
¢ynkuionyBanss ta 3actocyBanns LI posrnsgarors @parasuan B. I'., @parapuan T. M., Jlykamis
T. O. ta Jliteinuyk }O. A. B. I'puntumun 1 H. ['abpyceBa miakpeciro0Th BUKIUKH, MOKIMBOCTI i
HEOOXIJHICTh KOHTPOJIIO PU3UKIB, IOB’3aHUX 13 BUKOPUCTAHHSAM 1HTEJIEKTYaJIbHUX TEXHOJOTIH.

HocsarnenHss ta nepcnekTuBU po3BUTKY I y BITUM3HAHOMY KOHTEKCTI aHANI3yIOTh A.
[leBuenko Ta I'. Angpomyk, Toxai sk A. J{y6uak, . JlurBunenko ta 1O. [lepy4dok mocmimxyroTh
HaAIpPSIMU MO0 3aCTOCYBaHHsI Ta OB’ A3aHi 3 LIUM [lepeBaru i 3arpo3u. [lutanns inTerpaii mry4Horo
IHTEJIEKTY B OCBITY Ta BUKJIMKH JJIS1 Y9aCHUKIB OCBITHBOTO MPOIIECY BUCBITIIOE A. MeIbHHUK.

[Tutannro BupoBapkenHs IKT y HaB4aibHUI MTporiec MPUCBSYCH] AOCIIKEHHST BUCHUX: B.
buxoa, P.I'ypeBnua, B. baxpymmua, H. Mop3se, C.CucoeBoi, B. Ocamuoro, €. ITonar ta in. Jleski
JOCTIAHUKY, PO3TISAAI0UM MTUTAHHS HaBYAHHS 1HPOPMATHKH, MAaTEMATHUYHOI JIOTIKM Ta JIOTIYHOTO
pOTpaMyBaHHs y MEAAaroriyHuX 3aKiIagax OCBITH, METOJUKH HaBYAHHS Ta BUKOPUCTAHHS CHUCTEM
HITYYHOTO 1HTENeKTy y cepeaniii mkoni (H.AmatoBa, H. bamuk, A. Bepmanp, M. XKanpak, L
3abapa, l.IeacekiB, K. JIroOuenko, FO.Pamcrkuii, FO. Tpuyc) 3ailicHoBanu BiAmoBigHUN 100ip
3MICTy HaBYaJIBHOTO MaTepiaiy, 30KpeMa 3 OCHOB IITYYHOTO iHTeNeKTy [2].

AmHaiiz cy4acHUX JOCITIDKEHb 3acBiuye, 10 OiBIIICTh HAYKOBIIB 30CEPEKYETHCS HA
TEXHIYHUX MOXKIMBOCTSIX IITYYHOTO I1HTENEKTYy, HOro 3JaTHOCTI aBTOMAaTH3yBaTH HaBYAIbHUN
npoIiec, 3AiICHIOBATH OILIHIOBAHHS 4M 3a0e31euyBaTH MEPCOHAII3AII0 OCBITHIX TpaeKkTOpii. Pazom
13 TUM HU3Ka BOXIIUBUX IMUTaHb, IOB’I3aHUX 31 CTBOPEHHSIM €(DEKTUBHUX MEXaHI3MIB PETYIIOBaHHS
Ta KOHTposo BukopuctanHs LI B ocCBiTi, 3aJMIIaeThCsl Mo3a yBarow. 30Kpema, HEJOCTATHHO
pO3po0JIECHUMHU € MOJENI, sKi O JO3BOJISIM TeaaroraMm 1 ajMiHiCTpaTOpaM HaBYaJbHUX 3aKJIaJIiB
CHCTEMHO YNPABIATH PH3UKAMH, IO BHHUKAIOTH Yy TMPOLECI 3aCTOCYBAaHHS IHTENEKTyaTbHHUX
TEXHOJIOT1H, a TAaKOX MependavyaT HEraTUBHI HACTIIKHM X HEOOMEXEHOT0 BUKOPHCTAHHS.

[Tonpu Te, MmO B IHIIKMX Talmy3six (30Kpema, y Oi3HECI Ta JepKaBHOMY YIIPaBIIiHHI) JTaBHO
3aCTOCOBYIOTHCSl IHCTPYMEHTH KOHTPOJIIO M KOHTPOJIHTY JJIsl MiJABULIEHHS SKOCT1 YHPaBIiHCHKHX
pilleHb, aHAJIOT14YH1 MIAXOAU 11010 oliHIoBaHHS BIUIMBY LIl Ha HaBuanbHMI NpoleC MPAKTUYHO HE
po3pobieni. OcBiTHS cdepa MOKU 10 HE MA€ YiTKO OKPECICHHUX MEXaHI3MIB MOHITOPHHTY SIKOCTI
[1-pimens, CUCTEM 3aXUCTY B1J] IOMUJIKOBUX PEKOMEHAIllH, a TAKOX MOeeH, 110 3a0e3rneuyBaiu
0 MPO30piCTh, ETUYHICTh TA O€3MEeKY BUKOPUCTAHHS aJTOPUTMIB.

HenmoctatHbo AOCHIDKEHUMH 3aMINAIOTBCS W TUTAaHHA 30€pEeKEeHHs  aKaJIeMiuHOl
J00poUecHOCTI B yMoBax akTuBHOro BukopuctanHs LI, ¢popmyBanHs nndpoBoi KOMIETEHTHOCTI
NearoriB Ta y4HiB, oliHIOBaHHS BIUIMBY LI Ha pO3BUTOK KPUTUYHOTO MHUCIEHHS Ta CaMOCTIMHOCTI
3100yBauiB ocBiTH. He3Bakarouum Ha akTYaJlbHICTh IMX MpPOOJEeM, BOHM Maiike HEe OTpUMAIH
CHCTEMHOT'O HayKOBOTO ONPAIIOBaHHS, @ OT)KE MOTPEOYIOTh PO3pOOJICHHSI HOBUX KOHIIETITYaTbHUX
HiAXO/IB 1 METO/IIB PETYIIIOBaHHS IHTErpalLlii IITYYHOIO 1IHTEJEKTY B OCBITHIO MPAKTHKY.

TexHoMOril MTYYHOTO 1HTENEKTY MPAIfOIOTh 32 MPUHIMIIOM IOIIYKY 3arajlbHOIOCTYITHOL
iH(popMarii yepe3 6a3u JaHHUX MOIIYKOBUX CHUCTEM, ONpAIfOBaHHs i HaJlaHHS KOPUCTYBauy JaHUX 3a
3aUTOM BiZI0YBaIOThCS 0€3 3a3HaUEHHS JDKEPEIIa, 4acTo MPHU IIbOMY MOPYIIYIOUH aBTOPCHKE TPABO.
Konu 3m00yBaui OocBiTH TijJ Yac BUKOHAHHS 3aBIaHb HABYAIBHUX JUCIHIUIIH YW JIOCHITHUIIBKUAX
MPOEKTIB 3aCTOCOBYIOTh TEXHOJIOTII INTYYHOrO 1HTENEKTY, BHKJIagadl HE 3aBXKAU MOXYTh
PO3pI3HUTH, /1€ 3aBJaHHSI BHUKOHAHI CTYAEHTOM, a JiIé — 3a JIOIIOMOIOI TEXHOJOTrii IITy4HOIO
iHTeNnekTy. ToMy NUTaHHS OCBITH YyCIX YYacHHKIB OCBITHHOIO MPOLECY HIOJ0 OCOOIMBOCTEM
3aCTOCYBaHHS TEXHOJIOTIT IITYYHOTO IHTENEKTY Ta BUKOPUCTAHHS IX MOTEHLI ATy i MOXIJIMBOCTEH 115t
IIBMIIECHHS SKOCT1 OCBITH 3aJIMIIATHCS aKTyaabHuM [3].

MeTo1o cTaTTi € JOCTIKEHHSI OCOOIUBOCTEH 1HTErpallii TEXHOJOTIH ITYYHOTO IHTENIEKTY B
OCBITHE CEpeIOBUIIE, BU3HAYEHHS IXHBOTO BIUIMBY HAa HABYAIBHUHN MPOIEC Ta MOAECIII B3aEMOIIT MIXK
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yauTeseM 1 3100yBaueM OCBITH, a TAKOK BUSBIICHHS MOXKJIMBOCTEH 1 BUKJIMKIB IIOJ0 3a0€3MeUeHHS
e(eKTUBHOTO, ETUYHOTO Ta Oe3neyHoro Bukopuctanus LI B ocBiTi.

Jlst peanizariii moCcTaBJICHOI METH HEOOX1IHO BUKOHATH HACTYITHI 3aBAaHHS:

- MpOaHaTi3yBaTH CYYacHI TEHJEHII PO3BUTKY INTYYHOrO IHTEJIEKTY Ta HOro

3aCTOCYBaHHS B OCBITHI# cdepi;

- BU3HAYUTH TIepeBard Ta MoTeHiiHl pusuku iHterpamii LI y naBuanpHUil nporec,
30KpeMa I0/10 aKaJIeMidHOi JOOPOUECHOCTI, 3aXUCTY JaHUX 1 pIBHOTO JOCTYIY;

- JOCJIIIUTA OCOOIMBOCTI MEepCOoHaNi3allii HaBYaHHS Ta aBTOMAaTH3alIlil OCBITHIX [ii 3a
JIOTIOMOTOF0 1HTEJIEKTYaJIbHUX TIATHOPM;

- OKpPECTUTH YMOBH Ta PEKOMEHJIAIlii M BIAMOBIJATBHOTO 1 CHUCTEMHOIO
BripoBapKeHHs 1111 B OCBiTHI MpakTHKH, 30€PEIKEHHS KPUTUIHOTO MHCJICHHS Ta PO3BUTKY TBOPYHX
HaBHYOK YYHIB.

I € cy4acHOK Taxy33i0 KOMIT IOTEPHHUX TEXHOJIOTid, CIPSIMOBAHOIO HAa CTBOPEHHS
«PO3YMHHMX» CHCTEM, 3JJaTHUX BUKOHYBaTH 3aBAAHHSA, K1 TPAAMULINHO NMOTPEOYIOTH JIIOJCHKOTO
IHTENIEKTy, y TOMY YMCIi B OCBITHOMY cepenoBuili. Bukopucranus 111 B HaBuaisHOMY mporieci
JI03BOJISIE aBTOMATH3YBaTH 0OpPOOKY 3HAHb, aIalITyBaTH OCBITHI TPAEKTOPII i MOTPEOH BUUTEIIB Ta
YUHIB, a TAKOXK I1/IBUIIYBaTH €()EeKTUBHICTh HaBYaHHS. Uepe3 inTepakTuBHi 1 posi miardopmu LI
Jla€ 3MOTy TeJjaroraM Ta y4HsSM e(eKTHBHO CTaBHTH Ta PO3B’SI3yBAaTH IHTEIEKTyallbHI 3aBIaHHS,
NepCOHANI3yBaTH HABYAILHUN Tpoliec 1 3abe3neuyBaT OUIbII THYYKY Ta Pe3yJIbTaTUBHY OCBITHIO
JUSAIIBHICTb.

Y Hauionanehiii crpaterii po3sutky LI B Ykpaini 2021-2030 BUKOPUCTOBYETHCS O3HAUECHHS
11, npencraBnene y Konnentii po3BUTKY ITYYHOTO iHTENEKTY B YkpaiHi Bix 02.12.2020 Ne 1556-
p. ClI0BOCHOIYYEHHS «IUTYYHUH IHTENIEKT» MOSICHIOETHCSI HACTYITHUM YMHOM — II€ «OpraHizoBaHa
CYKYITHICTh 1H(GOPMAIIHHIX TEXHOJIOTIH, 13 3aCTOCYBAaHHSIM SKOi MOXKJIIMBO BHKOHYBATH CKJIQTHI
KOMIIJIEKCHI1 3aBJJaHHS IUIIXOM BUKOPHUCTaHHS CUCTEMHU HAYKOBUX METOJIIB JOCIIIKEHb 1 aJITOPUTMIB
00poOKu 1HpOpMaIllii, OTpUMaHOT a00 CaMOCTIIHO CTBOPEHOI IMi/1 4ac poOOTH, a TAKOX CTBOPIOBATH
Ta BUKOPUCTOBYBATH BJAacHI 0a3u 3HaHb, MOJEN NPUHHATTSA pIillleHb, AITOPUTMU POOOTH 3
1H(dopMalli€r0 Ta BUBHAYATH CIIOCOOU JIOCSATHEHHS MTOCTABIEHUX 3aBAaHb»[4].

Bbpurancekoro InaycrpiansHOo cTparerieto Bu3HadeHo LI Takumu TeXHOIOT1IMU, SIKI MAIOTh
3aTHICTh J0 BHUKOHAHHS IEBHUX 3aBJaHb, SIKI BUMararOTh HasBHOCTI JIIOJICBKOIO 1HTEJEKTY
(HampuKJaj, BizyajabHe COPUNHHATTSA, pO3Mi3HaBaHHS MOBIICHHS Ta Mepekiiag MoBu). B ennuxiionenii
«bpuranika» Il mnoscHIOETbCA SIK MOXJIIMBICTD LU(PPOBOr0 KOMIT'toTepa abo pobora, AKUil
KEpPOBaHUI KOMII'IOTEpOM, peai30BYBAaTH pi3HI 3aBJaHHA, SKi, SK IPaBHJIO, OB SA3YIOTh 3
po3ymHuMH icToTamu. [IpoTe, He 3BaXkarouu Ha Te, IKe Ha SKOMY BH3HAUCHHI 3YIIMHUTHUCS, PO3BUTOK
I nependavae npubIN3HO OJHAKOBI BUMOTH JI0 OCBITH 1 3MiHH B caMiii cictemi ocBiTH[D].

JIOCUTh 4acTo, TEPMiH «IITYYHHH IHTEIEKT» TIIYMAuyUThCS SK 3AaTHICTH aBTOMATH30BAaHHUX
CHCTEM BUKOHYBATH (DYHKIT JIOJCHKOTO 1HTEEKTY, 3aTHICTh BUOUPATH Ta MPUIIMATH PIlLICHHS Ha
OCHOBI TIONEPEHBOI0 HAKOMMYEHOTO JOCBIly Ta palllOHAJILHOTO aHaji3y 30BHILIHIX (aKTOpiB.
[HIIMMM cioBaMM, INTYYHHMM 1HTENEKT 1€ 3JaTHICTh MallMH CHMYJIOBATH pO3yM Ta iMITyBaTH
JIOJChKI KOTHITUBHI 3/10HOCTi. ToOTO 30Mparu i aganTyBaTH 30BHIIIHI JaHi, a Ha iX OCHOBI
HaBYATHCS YXBAIIOBATH PILICHHS Ta pOOMTH BHCHOBKH, SIK MOTJIa O JroanHa[6].

[Ty4anii 1HTEIEKT — II€ CHUCTEMa, M0 NPAIIO€, MOEIHYIOUM BEIHUKI OOCSITH NaHUX 3
IHTENEeKTyalbHUMHU aJlropuT™MamMu 00poOku. Anropurmu LI npairoroTs Tak, 110 11 103BOJSE HoMy
BUMTHCS HAa OCHOBI aHaJIi30BaHUX IMIA0JIOHIB 1 ocoOmmBocTel. [lim 9ac KOKHOTO ITUKITY 0OpOOKH
iHpopMarlii, cucTeMa OI[HIOE CBOI MNPOAYKTUBHICTh 1 BHKOPHCTOBYE pe3yiabTaTH JJs
BIOCKOHAJICHHS[7].

[ TyyHuii iHTENIEKT Y HABYAJIbHOMY TPOIIeC MOXKEe BUKOPHCTOBYBATHUCS SIK IHCTPYMEHT JIJIst
aBTOMaTH3allil 3aBAaHb, 110 MOTPEOYIOTh KOTHITUBHUX 3/A10HOCTEH, TakMX SIK aHami3 iHpopMarlii,
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MPUAHATTS PIIICHb Ta ajamnTallis HaBYaJIbHOTO Marepialy I 1HAWBIAyaJbHI MOTpeOU YUHIB.
3aBasku 3patHOCTI cucteM LI HaBUaTHCS Ha OCHOBI HAKOMMMYEHOTO JTOCBIAY Ta OOPOOKU BEIHMKHUX
00CsITiB TaHWX, BOHU MOXXYTh ITiJIBUIYBaTH €()EKTUBHICTh OCBITHBOTO MPOIIECY, MEPCOHATI3YBATH
HaBYaHHS Ta CIPUATH OUTBII IIMOOKOMY 3aCBOEHHIO 3HaHb. TakuM unHOM, inTerpamis LI B ocBity
JI03BOJISIE TIOEHYBATH aBTOMATH3AIIIIO Ta IHTEIEKTYaIbHY IMIITPUMKY JUIS IOKPAIICHHS Pe3yJIbTaTiB
HABYAHHS.

[ITy4Huil 1HTEIEKT HA3aBXXIW 3MIHUB OCBITY B YChOMY CBITi, TIPO 1I€ TOBOPSTH INEIAror,
HayKoBIi, QyTryposoru Ta iHmI ekcreptu. [likaBo, mo came 3apa3 TOYaThCS MOTYKHI JTUCKYCII,
MPOOJEMHUM MUTAHHSM SIKUX € T€, YOT0 O1JIbIIE BiJl I[bOTO — KOPUCTI Y IITKO/IH.

Projector Creative & Tech Institute Ta Mana akanemis Hayk YKpaiHM 3a MiITPUMKH
nociigauibkoi komnaHii Factum Group Ukraine ta 3a miaTpumku MiHIiCTepCTBa OCBITH 1 HayKH
YkpaiHu TpoBeNH BCEyKpaiHChKE AOCTI/DKEHHS 3 METOK OTPHMATH JaHi MPO BHKOPUCTAHHS
MITYYHOTO IHTEJIEKTY B YKPAlHCHKMX IIKOJAX Ta JOCIIAMTH TEPCIEKTUBH HOTO TOAAIBIIOTO
3aJIydeHHsI B OCBITHIN MpOIEC Ha PI3HUX PIBHAX. YYACHUKU OMHUTYBAHHS — MENArory Ta IIKOJIIPi 3
PI3HHX perioHiB YKpaiHu (KpiM TEPUTOPIH, OKYIIOBAaHUX POCIHCHKOIO (eepalli€ro).

B onwurtyBaHHI, iK€ TPUBAJIO MPOTATOM BepecHsS-KOBTHs 2023 poKy, B3sUIM ydacTh Oijible
3000 ykpainuis. Cepen Hux 1747 yuureni ta 1443 mkossapi (yuni 8-11 kiacis).

Ha cporoani nume MUHIMaibHa KUTBKICTh MENAroriB HE YyJH MPO MOXIMUBOCTI HITYYHOTO
iHTeneKTy. | 3a pesynbraramu onutyBaHHs 7 13 10 ocBiTSIH X04ya 0 OJIMH pa3 3a MiB POKY MEePEBIPsIIU,
SK TpamoroTh iHCTpymeHTH Ha 6a3i LI 3aramom 76% onurtaHumx yuuTeniB xo4ya O pa3
kopuctyBanucs 111, mosoBrHa 3 HUX Majia MO3UTUBHUE JTOCBIJ B3a€MOJII1.

I3 ormsiy Ha Taki MOKAa3HUKKA MOXHA CTBEP/KYBaTH, 10 Al-TEXHOIOTII TyKe aKTHBHO
3aJly4aroThCsl B OCBITHIHM MPOIIEC, 1 BiI0OYBAETHCS 11€ HE BUMYILICHO, a uepe3 i dakropu[8].

Nornaa BuyuTenis Ha LI Cneuudika cepsicis «ChatGPT» Ta «Ha Ypok»

ChatGPT Ha Ypok

ChatGeT L% 0 EEEEEELEEERERE -

HCTpyMeHTH L
BIJ NPOEKTY Ha Yo

NationAl % 1% YacTka BHWTENIR, WO BMEOPUCTORYIOTE (L

E ChatGPT Ha Ypos

npo xo4a 6 oAk 3 HaBegeHwx cepeicie LU

1AMNONYARPHILW | CEPBICIA 1]

¥0u4a 6 ogHAM 3 HaBeaeHuy cepaicia LU ChatGPT Ha ypo'{

Pucynok 1. Beceykpainceke nocnimxenns Bukopuctanns L1 y mxinbH1 ocBiTi [8].
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BukopuctanHsa LI BUunTensaMn  Cnocobm eukopuctanta LI B poboTi BunTens
Ak came

@

yuTeni BukopwcToBysanw LI B cBoii poboTi

YCniWwHICTL AOCBIAY BUKOPUCTaHHA LU
NigroToExa A0 33HATE (MAAHYEIHHA CTRYETYRM, IMICTY, 0/, MATEpIANA
U TE 0 MANA AOCEIL BUKODY
JHsoTs 3008y AOCELY NigroTosxa A0 AOMALHLOND SABAAHHA [CTROME: A8, TRCTIR i
A. NpoBEAEHHA 33HATE (OHAIH-

BUYMTENIB MK TE

BUATEAIE NOTOAMYIOTECA 3 TBEQAKEHHAM, LD v HabGkl poku
& ceniv poboti CNIE NOMOAMYIOTRC & Ly ) Hodl POK

AK OLIHIOKTE CBIA AOCBIA;

% 57% 2% 13% 16

Koaeram uiEm

Pucynox 2. Bukopuctanus 11 punrensmu[8].

Yuureni Ta y4HI 3aCTOCOBYIOTH TEXHOJOTIT INTYYHOTO IHTENCKTY IS IIiABUIICHHS
e(eKTUBHOCTI OCBITHBOT'O TIporecy. Lle Moxke cTocyBaTUCh SIK TEHEPATUBHOTO LITYYHOT'O 1IHTEJIEKTY
(reHepyBaHHSI TEKCTIB, 300pa)K€Hb, TECTOBHX IHTAaHb, AHOTAIlid, IMPE3EHTAIl TOIIO), TaK 1
MPEIMKTUBHOTO (aHadi3 YCHIIMIHOCTI Y4YHIB Ta IMPOMOHYBAHHA ONTHUMAJIbHUX CTpaTerii ii
MOKpAIICHHS ).

Jlo TeXHONOriYHMX pilleHb Ha 0a3i IITYYHOTO IHTENEKTY, SKi MOXYTh JOTOMOITH
OpraHizyBaTH OCBITHIM TpoIeCc, BIAHOCATHCS PIZHOMAHITHI I1HCTPYMEHTH  OILIHIOBAaHHS,
IPOAYKYBAaHHS IMEPCOHATI30BAHUX KOMEHTApiB Ta BIATYKIB, a TaKoX, s NPUKIALY, CHCTEMHU
CTBOPEHHS Ta Y3TO/IKEHHSI PO3KJIAIIB.

Baxuo He 3a0yBaTu po HEOOX1AHICTh KPUTHYHOTO OL[IHIOBAaHHS 3T€HEPOBAHUX MPOAYKTIB
HII, a TakoX PO MPHUHIMITK aKaeMiYHOT TOOPOYECHOCTI P KOpUCTYyBaHHI HUMH[9)].

be3cyMHIBHO, INITYyYyHHMH I1HTENIEKT MIBUAKO 3MIHIOE OCBITHIO Cdepy, BIIKpUBAIOYM HOBI
MO>KJIMBOCTI JIJIsI TIOKPAIIEHHS SIK HABYAHHS, TaK 1 BUKJIAJaHHA. 3aBIAKU IIUM TEXHOJIOTISIM YUHUTEl
OTPUMYIOTh IHCTPYMEHTH I ONTHMI3allii CBOEl poOOTH Ta CTBOPEHHS I[iKaBOi, IHTEPaKTHUBHOI Ta
AKICHOI HaBYaJbHOI MpOrpaMu, a Y4HI — MOJMJIMBICTH HaBYaTHCS Yy IEPCOHAII30BAHOMY,
a/IalITUBHOMY Ta OUIbII €(DEKTUBHOMY CEpEIOBHILL.

3'IBIsIE€THCA 1MI0pa3 OUTbINE TEXHOJIOTIH, M0 MOKJIMKaHI CIIPOCTUTH Ta MOKPAIIUTH TPOIEC
HaBYaHHS.

1) Haiinpocrime, 3 yuM MOke TOMOMOTTH IITYYHHUH IHTEJIEKT, — 116 CTBOPEHHS IIaHIB
YPOKIB 1 HaBYaJIbHUX MatepiaiiB. Jlo mpukiaxy, Ha miaTgopmax, 110 FeHepyoTh iH(popMaIliio 3a
JIOTIOMOT 010 IITYYHOTO iHTeNeKTy, sk-0T ChatGPT ab6o Google Gemini, MO>XKHa BBECTH TEMY YPOKY
Ta OaxkaHy TPUBAIICTh W OTPUMATH CTPYKTYPY 3aHSITTS, TNPHUKIATN 3aBIaHb, NHTAHHS IS
00rOBOpEHHSI, IHTEPAKTUBHI €JIEMEHTH.

2) [Inardpopmu Ui CTBOpEHHsS Bi3yaJlbHUX MaTepialiB 3a JIOMOMOIOI0 IITYYHOTO
IHTEJIEKTY JOMOMOXYTh HIBUAKO CTBOPUTHU ClIaiau, iHPorpadiky ado HaBITh LIHOCTpalii 10 TEMHU.
3okpema, y Canva MokHa c(hopMyBaTH 3alUT CTBOPHU MIPE3EHTAIIIIO.

3) 3aMiCTh OJHAKOBUX TEKCTIB JJIs BCIX, MOXKHA 3alpOINOHYBAaTH YYHSM HaBYaJbHI
MaTepiaju, aAarToBaH1 MiJl IXHii piBeHb po3yMiHHsA. Hanpukinan, 3a tonomoroto Diffit MmoxHa B3sTH
1 00pOOHTH CKJIaHHMA JIJIST CHPUIHATTS TEKCT. ABTOMAaTUYHE CTBOPSHHS 3aB/IaHb 1 TECTIB.
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4) Burpauatu 6arato roauMH Ha MOLIYK YM CTBOPEHHS 3aBJaHb Ta TECTIB OUIbIIEC HE
o0oB's3k0Bo. Taki minardopmu, sk QuestionWell un Testportal mponoHyIOTh MOXKIIMBICTH BBECTH
TeMy ab0 TEKCT, 00 aBTOMAaTUYHO CTBOPUTH TECTH, BIAKPHUTI MUTAHHS a00 3aBJaHHS Pi3HOTO PiBHSI.

5) [TyuyHuii IHTEIEKT MOXKE HE TUILKH JONOMAaraTH T€HEepyBaTH HOBI Marepiaid, a i
0o0poOnsATH BXXEe BHKOHaHI 3aBmaHHsA. Taki pecypcu, sk Grammarly um LanguageTool moxna
BUKOPUCTATH JJIA TIEPEBIPKA TpaMaTUKHU 4u JIOTiKK TekcTiB yuHiB, a ChatGPT B pomni pegakropa
MO>KHA TOTIPOCUTH TiAKazaTH el s Gigoexy.

6) 30epiratu mabJoOHU IUIaHIB YPOKiB, COIMCKH 3aBaHb, /1€l 1711 MaHOyTHIX TeM Terep
MOXHa HE TUIBKM B mucbMoBoMy Burisimi. IlItyunwmii intenekrt, 3okpema Notion Al um Trello,
JOTIOMOXKYTh ~ CTPYKTYypyBaTH iX, 3pOoOMTHM HOTAaTKM 3 Hapajad, MIATOTYBaTH 3BIT abo
y3aranbHeHHsA[ 10].

{00 mTy4HUI IHTENEKT CTaB €PEKTUBHUM IOMIYHUKOM Yy HABYAJbHOMY IpOLECi, a He
JDKEpEJIOM PU3MKIB, CIil JOTPUMYBATUCS KIIBKOX BaXJIMBHX HpuHUMMIB. Ilo-mepiie, He MOXHa
BHOCHUTH TEPCOHAJIBHI J1aHi Y4YHIB a00 iHIIY YyTIMBY iH(POPMAIIiIO B 3arajbHOIOCTYIHI miaTdopmu,
aJpKe 1€ CTBOPIOE PHU3UK MOpylieHHs koHpimeHuiHocTi. [lo-apyre, pesynbratu pobotu I He
3aBXKAHM € TOYHUMH, TOMY BKJIMBO MEPEBIpATH (aKTH, 0COOIMBO il 4ac poOOTH 3 HAYKOBHUMH YU
icTopuyHMMH TeMamu. [lo-Tpere, BapTO mam’ATaTH, U0 MITYYHUI IHTEIEKT — L€ JIMIIE IHCTPYMEHT,
1 10r0 epeKTUBHICTH 3aJICKUTH BiJ] TOTO, SIK CaMe HOro iIHTerpyBaTH y BIACHY IIeIarOriyHy MPaKTHKY.
TexHonOrii He 3aMiHIOIOTH BUUTENS, ajie JO3BOJSIOTH OyTH MPOIYKTHUBHIIIUM, MPUAUIATH OLIbIIE
yBaru TBOPYOCTI, MATPUMII YYHIB Ta PO3BUTKY IXHBOTO KPUTUYHOTO MUCIEHHS. JJoTprMaHHs 1IUX
npaBui ponomarae neperBoputu LI Ha cripaBXHBOTO COIO3HHMKA B OCBITI, MIJABULIYIOUM SIKICTH 1
e(EeKTUBHICTh HABYAIBHOTO MPOLIECY.

HITyyHuit iHTENEKT BIAKPHUBAE MEAaroraM Maiike HeOOMEKeH1 MOXKIIUBOCTI JUIsl CTBOPEHHS
SKICHOTO Ta YHIKQJIbHOTO HAaBYAJILHOTO KOHTEHTY, MiTOTOBKH J0 3aHATH 1 PO3POOKH METOIMYHUX
MmaTepianiB. BongHouac ioro BukopucTaHHi mOTpeOye O0OEpeKHOCTI, aJKe HempaBUiIbHE
3actocyBaHHs Il mo’ke mpu3BecTH 10 MOPYLIEHb aKaJeMIYHOI JOOPOYECHOCTI, BKJIIOYHO 3
danbcudikamiero yu oOMaHOM, 1[0 HEraTMBHO BIUIMHE Ha peryTalilo Bukianada. [lpote mpu
BIJIOBIAAJILHOMY ¥ CB1IOMOMY BUKOPHMCTaHHI TaKUX TEXHOJOTIH MOXHAa YHUKHYTH LUX PU3UKIB 1
3HAYHO MiIBULITUTH €(PEKTHUBHICTh OCBITHBOT AiSITBHOCTI.

[Tpu BUKOpHCTaHHI IITYYHOTO IHTEIIEKTY B HABUYAIBHOMY IPOIIECi BAXKIMBO JOTPUMYBATHUCS
MIPUHIIMIIIB aKaJeMiuHo1 oOpouecHocTi. Hacammnepen, He ¢ KOMitoBaTH 4y»i poOOTH Ta M01aBaTu
pesyabratu poboTtu III sik BracHi 0e3 HameXHOro oQOpMIICHHS, 3aBKAM HEOOX1IHO BKa3zyBaTH
JDKepena, 10 JOoIoMarae€ He JIMIIe AOTPUMYBAaTHCS €THKH, a W Kpalle 3acBOIOBATH MaTepiall.
Indopmaris, orpumana 3a gonomororo I, moxke 6yTi HeTouHOO a00 3acTapiyioro, ToMy (hakTu Ta
JIaH1 3aBXAM CIi nepeBipaTy 3 HamiiHux mxepen. I caixg po3rnsgatu Sk MOMIYHUKA: BIH MOXKeE
JIOTIOMOTI'TH 3pO3YMITH CKJIa/IHI TeMH, ajie (pOpMyIIOBAaTH BJIACHI JYMKH HEOOX1AHO CaMOCTIHHO, 10
CHpUsi€ pO3BUTKY KpUTUYHOTO MuCiIeHHs. He cin 3nmoBxuBartu L1, amxe HagMmipHe MTOKIaJaHHS Ha
HbOI'O MOX€ MPU3BECTH J0 BTPATH BAXJIMBUX HaBUYOK. KpiM Toro, Ciij mam’sataTH Ipo e€THYHE
BUKOPHUCTAHHS IIi€] TEXHOJIOTIi: CTBOPEHHS MaTepialiB, 110 MPUHIDKYIOTH a00 00pa)karoTh 1HIIHUX
arofed, € HenpumycTMMUM. JIOTpUMaHHS [MX MpaBUJ JONOMAarae IMejaroraM Ta Y4HSM
BukoprcroByBartu I ehexTHBHO, BiMOBIJATBHO Ta 3 TOBATOKO JI0 aKaIeMiuHO1 J00podecHoCTi[11].

3BUYAiHO, IUTYYHHH IHTENEKT MOXKE€ 3HAYHO MIJICWINTH €(QEeKTHBHICTh HABYaJIHHOTO
MIPOIIECy, aJie HOr0 BUKOPHUCTAHHS MOTPEOY€E 3BAXKEHOTO ¥ BIMOBIATHHOTO MIAXOAY, 00 30epertu
aKaJeMiyHy 100poYecHICTh Ta MpodeciiiHy penyTaiiio rneaarora.

[TOHATTS PO IITYYHUH 1HTEIEKT PO3BUBAETHCS SKIO HE IIOIHS, TO HIOTIKHSA. OUiKyeThC,
110 LI mpo1oBXuUTh po3BUBATHCS 31 MIBUAKICTIO, SIKa MOKE 3HAUHO NIEPEBUILIMTH HAIll HAMCMLUTUBIIIT
nporo3u. Ock AesiKi KJII0Y0BI HAPSIMKH, SIKI MOKYTh BIUIMHYTH Ha MailOyTHii po3sutok 1.
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Ocsaira Bigirpae BaxxJuBYy poib y po3BUTKYy I1II, 1 ouikyeTbCsl, 1110 HOrO METOIN Ta AITOPUTMHU
CTaHyThb BCce OUTbII CKJIAJHUMHU Ta ePeKTHBHUMU. Ille ogHMM 13 BU3HAUHUX TPEHIIB € 3pOCTAHHS
BUKOPHUCTAHHS aBTOHOMHHUX CHCTEM Yy PIi3HHX cdepax, BiJl aBTOMOOUIBHOI MPOMHCIOBOCTI [0
MEIUIUHH.

Bunukae Bce Oibllie MUTaHb PO eTHYHI acriekTn Bukopuctanus 111, a Takox npo Oe3neky
Ta 3aXMCT NMPUBATHOCTI B IIU(PPOBOMY CBITi. | Hax 1M CBIT Oye MpaIroBaTH.

HITy4HHI IHTENEKT € YACTUHOIO HAIIIOTO JKUTTSI, CIIPOIIYIOYH 0arato 3aBliaHb i BIAKPUBAIOYH
HOB1 MOXJIUBOCTI B Pi3HUX Taily3siX, BiJl OCBITH 70 TpaHcmoptTy. IIpote, pazom 3 po3sutkom 111,
BUHUKAIOTh MUTAHHS OC3MEKH JaHUX 1 €TUKU. BasKIMBO CTBOPIOBATH alITOPUTMH, SIKi BPaXOBYIOTH ITi
aCTeKTH, 100 YHHKHYTH HETraTUBHHX HachiakiB. BimmoBimampamii miaxig mo LI momomoxe
30ajaHCyBaTH TEXHOJIOTTYHHUMA POTPEC 1 ETUYHI CTaHAAPTH, 3a0€3MEUyI0YH HOTO YCIIITHE 1 0e31neuHe
BIIPOBAKEHHSA[ 7].

BUCHOBKMN.

IITydHuid 1HTENEKT CTa€ HEBiJI'EMHOK CKIAJOBOIO CYy4aCHOTO CBITy, TOX 1 OCBITa Mae
BPAaxOBYBaTH MOT0 BIUIMB Ta MOXJIMBOCTI. ITHOpYBATH 1i TEXHOJIOTIT UM YeKaTH Ha iXHE 3HUKHEHHS
— MapHO, aJKe BOHHM BXKE 3MIHIOIOTh BUMOTH JI0 IPOQeciii 1 mepetik yMiHb, IKHMH Ma€ BOJOMITH
¢daxiBenb. ChOrogHi Ba)XJIMBO PO3BHMBATH Ti HABUYKH, IO MEHII IiJJIAIOTHCS aBTOMAaTH3AIlii:
KPUTUYHE MHUCIICHHS, YMIHHS BYHMTHCS, THYYKICTh, 3JaTHICTh QJalTyBaTHCS Ta BiJIMOBINAIBHO
npauoBaTH 3 iHpopmartiero. LI npuHOCUTH B OCBITHIM Mpoliec He TUIIe YUCTCHH] IHCTPYMEHTH IS
CTBOPEHHSI KOHTEHTY, a W akTyali3ye IIHHICTh aKagemiuyHoi 100pOYeCcHOCTi, YCBIJJOMIJIEHOTO
BUKOPHUCTAHHA TEXHOJIOTIH 1 poJii eiarora B yMoBaxX MIBUAKUX 3MiH.

®opMyrour BIACHY CTPATETiI0 POOOTH i3 IITYYHUM 1HTEICKTOM, BaXKJIMBO TPUMATH Y OKYCI
yBaru BeChb CIEKTP LUX NpoOaeMHuX nuTanb. LIITydHMii IHTENEKT CTaBUTh HE JIMIIE MUTAHHSA [1PO TE,
SIKMI 9epPrOBHM IHCTPYMEHT BUKOPUCTATH YU SIK 3aO0IrTH CIUCYBAHHIO, aJle ¥ PO T€, HACKIJIBKU
MOJJIMBO 3aMiHUTH BUUTENS y MPOLECI HaBUaHHS, 1 110 B3araji O3Ha4yae OCBITAa B €py LITYYHOTO
inTenekry[9].

VY Xoai MpOBEAECHOT0 AOCHiKEHHsI OyJ0 JOCATHYTO IOCTaBJIEHOI METH, siKa IoJjsrana y
3’siCyBaHHI OCOOJMMBOCTEH iHTETparlii TEeXHOJOTIH IITYYHOTO IHTEJICKTY B OCBITHE CEPEIOBHIIE,
aHaJi3l iX BIUIMBY Ha HaBUAJIbHUU TpOLEC, @ TAKOX y BHU3HAYEHHI MOXIIMBOCTEH 1 BUKIIMKIB,
noB’si3aHuX 13 BOpoBapkeHHAM LI B ocBiTy. YV cTarTi 3/11iCHEHO KOMIJIEKCHUN aHaNi3 Cy4acHHUX
TEH/IEHIIIl PO3BUTKY IITYYHOTO IHTEJIEKTY, OKPECIEHO KJIIOYOBI HampsiMH HOro 3acTOCYBaHHS B
HaBYAJIbLHOMY MPOIIECI Ta OXapaKTEPU30BAHO IHCTPYMEHTH, 1110 3a0e3MeuyroTh IMEpPCOHaNI3allllo,
ABTOMATHU3AIIIIO Ta MiBUIICHHS e€(EKTUBHOCTI OCBITHBOI JiSUTBHOCTI.

Ha ocHOB1 y3aranpHeHHS JOCHIPKEHb 1 MpPakTUK BCTAaHOBJIEHO OCHOBHI IepeBaru
Bukopuctanua I, cepen skux — iHIUBIMyami3allis HaBUAHHS, MiABUIIECHHS SKOCTI OI[iHIOBAHHS,
ONTHUMI3AIlis MEeJaroriyHol AisJIbHOCTI Ta CTBOPEHHSI HOBOTO (popMary B3aeMOJIi MK yJaCHHUKaMHU
OCBITHBOTO Tpolecy. BomHowyac BUsBIEHO 1 NMpoaHali30BaHO PHU3UKH, IMOB’A3aHI 3 E€TUYHUMHU
acreKTaMH, 3aXHUCTOM TEPCOHAIBHUX JaHUX, 3a0€3MEUYCHHSIM aKaJeMIuyHOl TO0OpOYEeCHOCTI Ta
MOYJIMBICTIO ()OPMYBaHHS 3aJIEKHOCTI BiJl IM(PPOBUX TEXHOJIOTIH.
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Y JIK 004.8:050.4:004.77

I'ycakoBebkmii LIL. (IJenmpanvnuii haykoso-oocaionuti incmumym 030po€nHs ma iliCbKo8ol
mexuiku 3opounux Cun Yxpainu, Kuis, Ykpaina).

MNEPCIEKTHU TA PU3UKHU BIIPOBAI)KEHHS BEJIUKUX MOBHUX MOJEJIEH B
EJJEKTPOHHUI HAYKOBUH )KYPHAJI HA TIJIAT®OPMI OPEN JOURNAL
SYSTEMS.

Anomauia. Y cmammi npoananizogano nepcnexmusuy inmezpayii 8eaukux mMosHux mooenei (BMM),
s0kpema Google Gemini, y niamgpopmy enekmponnux naykosux sxcypnanie Open Journal Systems (OJS).
Busnaueno knouosi obmesrcenus mpaouyitinux mexanizmie OJS, w0 3600amuvca 0o 3acmapinux iHCmpymenmisa
NOWLYKY, PY4UHOI 00pOOKU Mamepianie ma HU3bK020 PieHs agmomamusayii pedaxyilinoco npoyecy. 3 02y Ha
nompebu 0b6oponnoi cepu, Oe weuUOKicmb 00pOOKU HAYKOBOI iHpopMmayii € KpumuuHo 6adCIUsoI0,
3anpononosarno kouyenyito nepemsopennss OJS 3i cmamuunozo apxigy 6 inmepaxmueny 6a3zy 3HAHb.
Tloxazano, wo enpogadacenus BMM 3a6e3neyye nosuil pieenv GyHKYioHaIbHOCI: CEMAHMUYHUL NOWYK 34
3MICTIOM, ABMOMAMU3AYII0 DOPMATLHUX Nepesipok cmamet, Ni020MoeKy 0a2amomMosHUX aHOMAyill,
IHMeneKmyanbHull UOIp peyen3eHmie Ha OCHOBL HAYKOBUX NPOGiNie ma nio8uweHHs: 00OCMYRHOCII KOHMEHM)
yepe3z 2eHepayilo NOSICHEeHb NPUPOOHOI0 MO601. Posenanymo mexwiuni eumozu 00 peanizayii niacina
inmezpayii Gemini, exmouno 3i snannam PHP, JavaScript, mexanizmie REST API, po6omoro 3 6azamu danux
Ma OCHOBAMU 6EKMOPHUX penpe3enmayiil. JlemanvHo NpoaHanizoeano pusuxu, ceped AKUX CKAAOHICMb
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RIOMpUMKU 81ACHO20 naazina ma nomenyitno eucoxa eapmicmv APl. Cghopmynrvosano eucnosox npo
cmpameziuny ooyinohicms inmezpayii BMM y OJS 3a ymoeu spaxyearmsi mexHiunux i (pinancosux oomesxicenn.

Kniouosi crosa: Open Journal Systems, senuxi mosni mooeni, Google Gemini, wmyunuii inmenexm,
CeMAHMUYHUL NOULYK, HAVKOBI HCYPHATU, A8MOMAMU3AYIS.

Abstract. The article analyzes the prospects of integrating large language models (LLMs), particularly
Google Gemini, into the Open Journal Systems (OJS) platform used by electronic scientific journals. The core
limitations of traditional OJS mechanisms are identified, including outdated keyword-based search, manual
processing of submissions, and insufficient automation of editorial workflows. Considering the needs of the
defense sector, where rapid access to scientific information is crucial, the study proposes transforming OJS
from a static publication archive into an interactive knowledge base. The integration of LLMs enables semantic
content-based search, automated compliance checks, multilingual abstract generation, intelligent reviewer
recommendation based on author profiles, and improved accessibility through natural-language explanations.
Technical requirements for the implementation of a Gemini-based plugin are presented, covering competence
in PHP, JavaScript, REST API interaction, database management, and vector-based semantic retrieval. The
analysis highlights key risks, such as the complexity of maintaining a custom plugin across OJS updates and
the potentially high cost of API usage. Itis concluded that integrating LLMs into OJS is a strategically justified
step, provided that technical and financial risks are carefully managed.

Keywords: Open Journal Systems, large language models, Google Gemini, artificial intelligence,
semantic search, scientific journals, automation.

CTpiMKHii TEXHOJOTIYHUI PO3BUTOK MPHU3BOIUTH O 3POCTaHHA OOCSTIB HAyKOBOI
iHdopmalii, poOsiun TpaauIiiiHi MeTou 11 00poOKM HeeeKTUBHUMU. B 1Iux ymMoBax 3/1aTHICTh 10
IIBUJIKOTO TOUIYKY CTa€ HE MPOCTO IEepeBaror, a KPUTUYHO BAKIMBOIO YMOBOKO Uil MIATPUMKHU
1HHOBAIIi}l Ta HAYKOBOT'O MIPOTPECY.

HayxkoBi xxypHanu, mo ¢yHKIioHyI0Ts Ha 06a3i mardopmu Open Journal Systems (OJS), €
KIIIOYOBUM MaiIaHYMKOM ISl aKyMYJISIIii Ta MOMIMPEHHS TepeloBUX 3HaHb y Wil cdepi. OgHak
cragmapTauil pynkuionan OJS, po3polieHnii TOHA] IECATh POKIB TOMY, CIIUPAETHCS HA 3acTapisi
MeXaHi3MH TOIIYKY 3a KJIIFOYOBHMH CJIOBAMH Ta BHMarae 3HaUHUX YaCOBHX BHTPAT HA PEHAKIIHHY
00pobky matepiainiB. Lle cTBoproe 6ap'epu 1t €hEKTUBHOTO BUKOPUCTAHHS HAKOITUYEHOTO MACHUBY
3HaHb.

OcHoBHa mpobsema nojsrae y (pyHKIIOHaIbHOMY pO3PUBI MK MOKIMBOCTSIMHU CY4acHOI
wiatopmu OJS Ta morpedbamu ¢axiBLiB 0OOPOHHO-IPOMHCIOBOTO KoMIuiekcy. HeegekTHuBHICTh
HOLIYKY, BIJICYTHICTh IHCTPYMEHTIB JJs IIBUIKOTO aHali3y Ta Yy3araibHeHHS iH(opmarii
YIOBUIBHIOIOTh HAYKOBO-/I0CIIIHY isJIbHICTE. BripoBakeHHs moaeni, Takux sk Google Gemini, €
NEPCIEeKTUBHUM IUISIXOM BHpPILIEHHS 11€i mpo0iieMu, MpPOT€ BOHA BHMAarae rivOOKOTo aHajizy
METO/I0JIOTIi BIPOBAHKCHHS, HEOOXIIHUX KOMIMETEHIIA Ta MOTEHIIWHUX PHU3HKIB, OCOOJHMBO 3
ypaxyBaHHSM creiu(piKu 000pOHHOT TEMATHKH.

HeoOxignicts iHTerpanii LLM B exocuctemy OJS 3ymoBieHa moTpebOI0 MepeTBOPEHHS
KYpHaJIy 31 CTAaTMYHOIO apxiBy MyOiikamiii Ha JuHaMiyHy 0a3y 3HaHb, 1O JO3BOJMTH JOCATTH
nepeBar:

CEeMaHTHYHUH MOIIYK peayi3oBaHUil 3a jomomoror Gemini, 110 TO3BOJUTH HIYKaTH 3a
3MICTOM,;

OINITHUMI3allis Ta aBTOMATHU3AaIlisl peJaKkLiIHHUX MPOIIECIB, Ha K1 peAaKIliiiHa KoJerisi BUTpadae
3HaYHUI Yac Ha pyTHHHI 3aBJaHHS (CTBOPEHHS SKICHMX aHOTAllli K1JIbKOMa MOBaMH, aBTOMaTHYHO
NEePEeBIPUTU CTAaTTI Ha BIANOBIAHICTH (OPMATBHUM BHMOTaM >KypHaly Ta 3AIMCHUTH Mi0ip
HaANOUIBII peJIeBaHTHUX PELIeH3EHTIB 3 0a3M JaHUX HAa OCHOBI IXHIX MOMEpeaHIX PoOIT Ta HAYKOBUX
1HTepeciB);
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MIJBUIICHHS JOCTYMHOCTI Ta I1HTEPAaKTUBHOCTI KOHTEHTY [Jsi IIBHAKOTO 3aCBOEHHS
iHpopMalii y BUITISAAI MOSCHEHb HMPUPOIAHOI0 MOBOIO Ta OTPHUMAHHS TOYHUX KOHTEKCTYaTbHHX
BIJIIIOBIZIEH.

VYcmimHa iHTerpais BuMarae 3ajaydeHHs (paxiBIliB 3 pi3HUMH HaOOpaMu 3HaHb:

rimboke 3HaHHs PHP niist poGoTu 3 komoBor0 6a30t0 OJS Ta po3poOKu KacCTOMHOTO IUIariHa;

BosoninHs JavaScript, HTML, CSS 1151 cTBOpeHHS IHTYITUBHO 3p03yMiIMX IHTEphENCIB s
HOBUX (YHKITIH;

nocsin iHTerpanii 3oBHimHIX cepiciB uepe3 REST API, po3yminus ¢opmarie JSON Ta
MeXaHi3MiB aBTeHTHUIKaIlii,

po3yminns podotu 3 MySQL a6o PostgreSQL, na sikux mpaittoe OJS, HasBHICTH 6a30BOTO
PO3YMiHHS pOOOTH 3 BEKTOPHUMH 0a3aMu TaHUX JJIs pealtizallii CeMaHTHYHOTO MOIIYKY;

BMIiHHSI TIpaBWIbHO (hopmyitoBaTu 3amutu (mpoMnTH) g0 Mozaem Gemini Uit OTpUMaHHS
TOYHHUX Ta PEJIEBAHTHUX PE3yJIbTaTIB;

MaTH 3arajJibHUM YSBJICHHSM PO apXiTEKTYpy Ta MOKJIMBOCTI BEJIIMKMX MOBHUX MOJIENEH,
30KpemMa Mojieliei A TeHepallii TeKCTy Ta JIJIsl CTBOPEHHS BEKTOPHUX MPEACTABICHb.

OCHOBHHMM BUKJIMKOM peai3allii € TeXHIYHA CKIIATHICTh pO3po0KH BiracHOTO Tutarina 1t OJS
Ta MOCTIHHOT MIATPUMKH HOro mpu BUXoJi HOBUX Bepciit OJS ta amanramii go 3min g0 Google Al
API.

Ille oguuM BUKIMKOM € BapTicTh BukopuctanHs Google Al API, sk mnarHa mocmyra,
HEKOHTPOJIbOBaHA KIJIbKICTh 3alUTIB MOXKE MPU3BECTH /10 3HAYHUX (hiHAHCOBHUX BUTPAT.

BUCHOBKMN.

[IpoBenene mociimKeHHS MIATBEPAMIO, 0 (GyHKIIOHANIBHI oOMexeHHs miaatdopmu Open
Journal Systems, 30kpeMa 3acTapijii MeXaHI3MH MOIIYKY 3a KIIOYOBUMH CJIOBAaMH, CYTTEBO
rajbMyloTh €(EeKTUBHY POOOTY 3 HAayKOBMMH AaHUMH. lle MpH3BOOWTH 1O TOro, HIO0 HAYKOBI
KYpHAJIH, 0COOJIMBO Y KPUTHYHUX TaTy3aX, QYHKIIOHYIOTh IEPEBAXKHO SK CTATUYHI apXiBH, a HE SIK
JUHAMI4H1 IHCTPYMEHTH JJIS 1OCI1JIKEHb.

VY BIANOBIAL HA 1€l BUKIUK, y poOOTI OOIPYHTOBAHO TEXHOJIOTIUHY JOCSIKHICTH Ta
CTpaTeriyHy JOLUIBHICTh IHTErparii BEJIMKUX MOBHUX Mojenei, 30kpema Google Gemini. Taka
MOJIEpHi3allil € KIOYOBUM KpOKOM Juid TpaHcopmauii OJS 31 CTaTHYHOTO PpEno3UTOpilo B
IHTepaKkTUBHY 0a3y 3HaHb.

Sk Oyno moOka3aHO, NMpPaKTUYHA IIHHICTh TaKol IHTEerpamii MOJsArae y JBOX OCHOBHHUX
acniekrax. [To-nepiue, y peanizalii ceMaHTUYHOT'O MOIIYKY, 10 103BOJISI€ 3HAXOJUTH 1HPOPMALLiIO 32
3MICTOM, a He Juile 3a popmaibHUMHU 30iramu. [lo-npyre, y cyTTeBiil aBTOMaTH3ali Ta ONTUMI3aLIi
peAaKkuiiHuX mpoleciB (MAroTOBKa aHOTAILIN YK KBasli(hikoBaHUM MiA01p PELIEH3EHTIB), 0 3HUKYE
4acoBl BUTPATH PEAAKIIII.

Bopanouac, anasi3 BUSIBUB J1Ba KJIIFOUOBI BUKJIMKH, 1110 CYITPOBO/DKYIOTh TaKy IMIUIEMEHTALIO.
[Tepimmii — 1e TeXHIYHUN PU3MK, MOB'A3aHUHN 31 CKIAAHICTIO pO3pOOKHM KACTOMHOIO IUIariHa Ta
HEOOXIJHICTIO MOro MNOJaibIIol MIATPUMKH, [0 BUMAara€e 3ajllyuyeHHs MYJIbTUIUCHUIUTIHAPHOT
KOMaHI1 po3poOHUKIB. J{pyruii — e piHaHCOBUI pU3HK, 110 MOJIATAE Y HEOOX1HOCTI BIPOBAKEHHS
MeXaHi3MiB KOHTPOJIIO HaJ] BapTICTIO BUKOPHUCTaHHs KomepiiitHoro APL

Takum ymHOM, MozepHizamiss Open Journal Systems 3a JOMOMOTOI0 BEITUKHUX MOBHHUX
MojieJiell € BHIpaBJaHUM Ta CTPATETIYHO Ba)XUJIMBUM KPOKOM. YCHIX peanizaiii 3aleXuTh BiJ
pPETEeNBbHOrO TIJIAaHYBAHHS HAsSBHUX pECYpCiB Ta BIPOBAKEHHS YITKOI CTpaTerii ympaBiiHHS
BUSIBJICHUMU TEXHIYHUMH Ta (PIHAHCOBUMHU PU3UKAMHU.
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HecsaTHiok JI.B., Borycnaseus /I.B., 3assnuykoBebka .M. (HayionanvHuti meouunutl
yuisepcumem imeni O.0. bocomonvys, Kuis, Ykpaina).

BAJIAHC MI)K IHHOBALISIMU TA ETUKOIO: OLIIHKA BILUIMBY LI HA OCBITHE
CEPEJOBMIIIE.

Anomauia. Y cmammi 00CHONCEHO KOMNAEKCHUL 6NAUE MEXHON02I WIMYYHO020 IHMeNeKmy Ha
Cy4acHe OCBIMHE cepedosuuje ma BU3HAYEHO KIHU08I HaAnpamu 30a1ancosano2o 6nposadxcenns LI 6
HasuanvHull npoyec. Ilokasano, wo iHmMeNeKMyaibHi cucmemu CHPUAIOMb NePCOHANI3AYIl HABYAHHS,
PO3UUPIOIOMb Q0CMYN 00 THOUBIOYANbHOI RIOMPUMKY, ONMUMIZYIOMb DYMUHHI 3A60aHHA SUKIA0AYI6 |
cnpusiomy  inkmosugHocmi. Pazom i3 mum, axmuene euxopucmannsa LI cynpogodacyemvcs puzuxamu
aKademiuHoi Hed0OPOUeCHOCMI, AN2OPUMMINHUX YhepeddtceHb, NOPYULeHHS KOHMIOeHYilIHOCMI, 3a1edCHOCI
8I0 ABMOMAMU308AHUX DIileHb A 3HUNCEHHS PO36UMKY COYIAnNbHUX Hasuuokx. llpoananizoeano nioxoou
miscnapoonux opeanizayii (UNESCO, OECD) ma cyuacnhux wnaykosux oensioie 2021-2025 pp., sxi
NPONOHYIOMb BRPOBAONCEHHS eMUYHUX PAMOK, ANI2OPUMMINHOI NPO30POCHI, OHOBIEHUX (POPpM OYIHIOBAHHA U
HABUANbHUX cmpameil, CAPAMOBAHUX HA PO3BUMOK YuPposoi ma iHopmayitiHoi epamomuHocmi.
Obrpynmosano, wo egpexmusne guxopucmanus LI 6 ocgimi eumazae noconanus neda2o2iyHux i MmexHiuHux
piuens.: po3pobiientHs NOMMuUK 8i0N0GIOANTILHO20 3ACMOCYBAHHI, CMBOPeHHSA Oe3neyHol iHppacmpykmypu
00pOOKU OAHUX, HABUAHHS KOPUCTNYBAYI8 NPUHYUNAM pOOOmMU MOOeell ma (hopMYBaAHHSA HABUYOK KPUMUYHO20
mucienus. 36anrancosanuil nioxio sabesneuye inmeepayiio LI ax incmpymenma, skuil niOCUIIOE HAGYATbHUL
npoyec, 30epieaiodu 1020 emuyHy ma akadeMiuHy YiliCHICMb.

Kntouoei cnoea: wmyunuii inmenexm 6 0C8imi, NePCOHANI308AHe HABUAHHSA, AKAOeMIUHA
0dobpouecHicmy, yupposa epamomuicms, emuyni 3acaou LLI.

Abstract. The article examines the multifaceted impact of artificial intelligence on contemporary
educational environments and identifies key directions for the balanced integration of Al into the learning
process. It is shown that intelligent systems enhance personalization, expand access to individual support,
optimize teachers’ routine tasks, and contribute 10 inclusivity. At the same time, active Al use is associated
with risks of academic dishonesty, algorithmic bias, privacy violations, overreliance on automated tools, and
reduced development of social and communication skills. The article analyzes approaches proposed by
international organizations (UNESCO, OECD) and scientific reviews from 2021-2025, which emphasize
ethical frameworks, algorithmic transparency, updated assessment formats, and pedagogical strategies aimed
at improving digital and information literacy. It is argued that effective Al implementation in education
requires a combination of technical and pedagogical measures, including responsible-use policies, secure
data-handling infrastructure, user training on model principles, and the development of critical thinking skills.
A balanced approach ensures that Al acts as a tool that enhances rather than undermines the integrity and
quality of education.

Keywords: artificial intelligence in education, personalized learning, academic integrity, digital
literacy, Al ethics.

HIty4nnit intenext (L) momiTHO BIUTMBA€E HA Cy4acHy OCBITY: Bijl OpraHizailii HaB4aJIbHOTO
MPOIIeCY J0 TOTO, SIK CTYACHTH B3a€MOIIIOTH 13 HaBUaJIbHUMHU Martepianamu. L1 TexHomorii narTh
3MOI'y MEpCOHATI3yBaTH HAaBYaHHS Il 3MEHIIWTH KUIBKICTh PYTHHHHX 3aBJaHb, OJHAK pa3oM i3
nepeBaraMu 3’ SIBIISIETHCSI i YMMANIO MMATaHb — BiJ] €TUYHUX IO CYTO MPAKTUYHHUX. TOMY ChOTOJHI
BO)XJIMBO OILIHIOBATH HE JIMIIE 3pYYHICTh 1 IIBUIAKICTb, SAKI HpomoHyloTh cucrtemu LI, a i
JIOBIOCTPOKOBI HACTIKU IXHHOTO BUKOPHUCTAHHS.

OnHiero 3 HAWMOMITHINIMX 3MiH € MOXMJIMBICTH aJanTyBaTH HaBYaHHSA M NOTpeOn
KOHKPETHOI'O CTyJIeHTa. [HTeneKTyaabHl CUCTEMH aHAJI3YIOTh PIBEHb 3aCBOEHHS MaTepiaiy, TeMI
poOOTH Ta TUIOBI MOMHJIKH, MPOMOHYIOUM CaMe Ti 3aBJAHHS YW MOSCHEHHS, SKi J0MOMararTh
HIBU/ILIE 3PO3YMITH CKJIaAHI TeMHU. Taki IHCTPYMEHTH TaKOX IMOJIETIIYIOTh BUSBICHHS MPOTaJIUH Y
3HaHHAX 1 JaIOTh 3MOTY 3allOBHUTH iX 0Jjpa3y, He YEKAIO4H ITiICYMKOBOTO OLiHIOBaHHS [1].

CyTTeBOIO TEpeBarolo € il JOCTYMHICTh HaBYaJIbHOI MiATPUMKHU. YaT-00TH Ta BipTyasbHI
PENeTUTOpU MpaIioloTh y OyIb-SKUH Yac, MOSICHIOITh HE3PO3yMiJdi MOMEHTH Ta JONOMararTh
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noBTopuTH Martepian. J[yis 6araThoX CTYACHTIB 1€ CTa€ JOJATKOBHM PECYpPCOM, OCOOJIMBO KOJIH
ieTscs Ipo 1HKIMO3UBHICTE: cucteMu LI MOXXyTh 03By4yBaTH TEKCTH, CTBOPIOBATU CyOTHTpH 200
ajanTyBaTH Marepiand Mg pi3HI moTpeOu. He MeHIm BakiIuBO, IO TEXHOJOTIl YacTKOBO
MOJICTIIYIOTh pOOOTY BUKJIa1a4yiB. ABTOMAaTUYHE OI[IHFOBAHHS T€CTIB UM KOPOTKHUX POOIT EKOHOMHUTH
yac, a IPOTHO3YBAaHHs YCIIIIHOCTI JOTIOMAara€ BYacCHO IIOMITUTH CTYACHTIB, SKUM IOTpiOHA
JI0JIaTKOBa miaATpUMKa [2].

Boanovac HagMipHa 3a1€KHICTh BiJl TAKUX IHCTPYMEHTIB MOXE CTBOPUTH HU3KY TPYIHOIIIIB.
HaiinomiTHimow € 3arpo3a akajeMidHii T0OpOYeCHOCTi: JAOCTYMHICTh T'€HEPATUBHUX MOJEIeH
CITPOIIYE CITUCYBAHHS Ta YMOXKIIUBIIFOE CTBOPEHHS pOOIT 0€3 peaibHOro po3yMiHHs Matepiany. Kpim
TOTO, TMOCTIHE KOPUCTYBAHHS TOTOBUMH BiJIOBIJSIMH 3/IaTHE MOCTYIIOBO MOCTA0II0BATH HABHYKU
KPUTUYHOTO MHCJICHHSI.

€ ¥ inmi pusuku. [Hkomm mogem 1T MoxyTh HamaBaTu HETOUHY a00 HAJTO y3araJbHEHY
iHpopMarliro, sKa BHUIIAIAE TEPEKOHJIMBO, TOMY KOPHUCTYyBayaM BaKJIMBO BMITH IE€PEBIPATH
orpumani naHi. Tak camo He BapTO 3a0yBaTu MPO MOXKIIMBI YIEPEIHKEHHS: aITOPUTMH, HAaBUYEH] Ha
HEPIBHOMIPHUX UM YIEPEHKCHUX JaHUX, MOXKYTh BIATBOPIOBATH I1i IEPEKOCH B PEKOMEH/IAIlISIX 200
ouintoBaHHi. CoIiaJibHi aCHEeKTH TaKOX 3aciIyroBYIOTh yBard. 3MEHIIEHHS KUIBKOCTI JKHBOTO
CHUIKYBaHHsS MOKE HETaTHBHO BIUIMBATH Ha PO3BUTOK KOMYHIKaTUBHUX HaBHYOK, & HAKOITUYCHHS
BEJIMKUX OOCATIB JAaHWX MPO CTYJACHTIB NMOTpeOye YITKUX MpaBMJI KOH(DIIEHIIHHOCTI Ta 3aXHUCTY.
[[{o6 TexHoJOTIi crpaBai MiACKIIOBAIN HABYaHHS, a HE IMJAMIHSIM HOro, HEOOXiJHO OHOBJIIOBATH
miaxoau A0 BukiamaHHs. Lle crocyeThest il (opM OLIHIOBaHHS — BapTO YaCTIIIE 3aCTOCOBYBATH
TBOpYl 3aBAaHHS, YCHI 0OroBOpeHHs abo rpymnoBi mpoekTH, ne ponb LI obmexena. He menm
BRXUIMBHM € PO3BUTOK Y CTYJACHTIB KPUTUYHOTO MHCJIICHHS: BOHM MAlOTh PO3YMITH TPHUHIUIH
poOOTH MOIeTIeH, YMITH CTaBUTH YTOYHIOBAIbHI 3alIUTaHHS U NIEpeBipATH 1H(GOpMALIil0. 3aBJAaHHAM
CBOTOJIHI € HE 3aMIHUTH BHKJIaJjada TEXHOJIOTISIMHU, & HABYUTH CTYACHTIB €()EKTHBHO KOPHCTYBATUCS
incTpymenTtamu 1111, 1OMOBHIOIOYKM HUMU BJIACHI 3HAHHS ¥ yMiHHS [3].

BUCHOBKMU.

HITyyHuil 1HTEJIEKT CTAa€ OJAHHUM 13 KIIOYOBMX YMHHUKIB TpaHchopmallii CydacHOi OCBITH,
BIJIKPMBAIOYN 3HAYHI MOXKJIMBOCTI ISl MEpCOHANi3alii HaBYaHHS, MiJBHUIICHHS JOCTYMHOCTI Ta
onrtuMmi3anii poooTH BuKJa1adiB. BogHovac ioro BUKOpUCTaHHS OB’ s13aHE 3 HU3KOIO PU3UKIB — B1Jl
MOCUJIEHHS aKaJeMIuHOI HeJOOpOUECHOCTI A0 3arpo3 KOH(IAEHIIIHOCTI Ta MOSBU aITOPUTMIYHHUX
ynepekenb. EdexkTuBHe BnpoBapkeHHs TexHounorii 11 mMoxiauBe nuie 3a yMOBH 30€pekKeHHs
OamaHCy MDK 1HHOBALlISIMM Ta €TUYHUMHU BUMoraMu. OCBITHI 3aKjaJd MalTh (OpMyBaTH YITKI
npaBuia BukopuctanHs IIII, a cTyaeHTH — pO3BUBATH KpPUTHYHE MHUCIEHHS Ta BMIHHSA
BIJIMOBIAAJILHO 3aCTOCOBYBAaTH LHU(PPOBI I1HCTPYMEHTH. Y TakoMy pa3l MTYYHUH IHTEIEKT
JIOTIOBHIOBAaTHME HaBYAJIbHUI MPOIIEC, MOCHITIOI0UYH HOTO SIKICTh, @ HE MiIMIHAIOYH JIFOJICBKY MPALO.
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BUKOPUCTAHHSA ITYYHOI'O IHTEJIEKTY B ETUYHUX PAMKAX 3AI'PO3H IJIA
CYCHIJIBCTBA.

Anomauia. Y cmammi npoamanizosano emuuHi, coyianbHi ma Qinoco@cvKi acnekmu po3eUmKy
wmyynozo inmenexmy (L), wo cmae 00HuM i3 KIIOYOBUX YUHHUKIE MPAHCHOpMAayii CYUacH020 cyCcnintbemaa.
Tloxazano, wo weuoke NOWUPEHHs HEeUPOMEPENCHUX MEXHON02It NOpodA’Ccye NOOGIliHULL eghekm: 3 00HO20
ooky, LI cnpuse npozpecy 6 meOuyumi, 0ceimi, MpaHcnopmi, KOMYHIKAYiax ma eKOHOMiYi, 3 iHu020 —
CMBOPIOE pusuKu OJis TH0OCLKOI A8MOHOMIL, NPUBAMHOCHI, MOPATLHOL 8I0N0BIOATLHOCIE MA I0eHMUYHOCHIL.
Ocobnugy yeazy npudineno aHmpononoiuHuM Hacriokam 63aemodii modunu u LI, wo eniueaioms Ha medici
J0OCbKOI CYO €EKMUBHOCTNT MA MOXCIUBICMb I YACMKOB020 «POIMUBAHHAY Yy mexHocepi. Posenanymo
no3uyii npoeionux Haykoeyis i mexuonociunux excnepmie — Cmigena I okinea, Inona Macka, Cepeis bpina,
Ibicona Maxkapmi ma Hwux — AKi HA2OAOWYIOMb HA COYIANLHUX 3A2pO3aX, Nompedi 0epicasHO20
pezyniosants ma QopmyeanHi 2100aNbHUX emMUYHUX cmandapmie. Y cmammi y3aeanvHeHo NpUHyunu
emuyHo20  KOHmpoaw, 3anpononosani  €sponeticokum  Cowo3oMm, ma NIOKPeCIeHO — 8ANCIUBICHIb
AHMPONOYEHMPUUHO2O NIOX00Y, WO CMABUMb TOOCLKI YIHHOCMI 8 YeHmp PO3GUMKY [HIMELeKIMYATbHUX
mexHonoeilu. 3pobneno 6ucHogox, wo LI nompebye naykoso oOIPYHMOBAHO20 MA BIONOBIOATLHOO
pe2yno8ants, 30amHo20 MIHIMIZy8amu pusuku i 600HOYAC 3abe3neyumu pednizayilo 1020 CYCHIIbHOZO0
nomenyiany.

Kniouosi  cnosa: mopanv, emuyHi  NPpUHYUNY,  WMYYHUL  IHMeENeKm,  Helpomepedici,
AHMPONOYEHMPUIM, MEXHONOLIUHI PUSUKU.

Abstract The article examines the ethical, social, and philosophical implications of artificial
intelligence (Al), which is becoming one of the key drivers of modern societal transformation. It is shown that
the rapid spread of neural-network technologies creates a dual effect: on the one hand, Al stimulates progress
in medicine, education, transportation, communications, and economics; on the other hand, it generates risks
related to human autonomy, privacy, moral responsibility, and personal identity. Special attention is paid to
the anthropological consequences of human—Al interaction, which may blur the boundaries of human
subjectivity within the expanding technosphere. The article discusses the viewpoints of leading researchers
and technology experts — Stephen Hawking, Elon Musk, Sergey Brin, John McCarthy, among others — who
emphasize social dangers, the need for regulatory oversight, and the development of global ethical standards.
The ethical principles proposed by the European Union for trustworthy Al are summarized, highlighting
transparency, human control, responsibility, and societal benefit. The study concludes that Al development
requires scientifically grounded and responsible regulation that aligns technological progress with humanistic
values and minimizes potential threats while preserving the positive impact of Al on societal advancement.

Keywords: morality, ethical principles, artificial intelligence, neural networks, anthropocentrism,
technological risks.

IlocranoBka mnpodsemu. Helipomepexxa croroaHi HaOyla IIMPIIOTO 3HAYEHHS, sKa
NPUHOCUTH MaclITaOHI 3MiHU B CEpEAOBUILI CYCHUIbCTBA. Lle CTOCyeThCsl pU3HKY, KOJH JIIOJChKA
Cy0’€KTHBHICTb MOKE€ BTPATUTHU CBOEOCOONWBICTH, a ii CAMOCTIMHI MeXi CTalOTh HESICHUMH.
BuBuenHns miei npoGieMu notpedye Aiajgory Mi>k T'yMaHICTMYHOIO TPAJULIEI Ta TEXHOJOTTYHUM
MiXO/IOM, BPaxOBYIOYH TIOCTYNOBHW PpO3BUTOK pillleHb, NPUHHATHX IITYYHHUM iHTEJIEKTOM.
AHTPONOIOTIYHHUIA aCHEKT PO3TJIsiia€ MUTAHHS PO MPUPOY JIIOJIMHU SIK Cy0’ €KTa MUCJIECHHS, Jii Ta
pedrekcii ma BILIMBOM IITYYHOTO 1HTENEKTYy. TOMy Ba)JIMBO BIAMOBICTH HA 3alIUTAHHS: YA MOXKE
MITYYHUIA 1HTEJEKT CTaTH 3arpo300 IS IAEHTUYHOCTI JIOACHKOI CyO’€KTMBHOCTI ab0, HaBIaKH,
MO’K€ BUKOPHUCTOBYBATHUCS SIK IHCTPYMEHT 11 3MiHH. Y IIbOMY KOHTEKCTI IUCKYC1s PO €TUYH1 OCHOBH
CTOCYHKIB MDX JIIFOJJMHOIO Ta TE€XHIKOIO, pa3oM 3 HEOOXIJHICTIO 30€peKeHHSI aHTPOIMOLEHTPUYHOT
MO3HIIIT B CBITI, IO CTA€ TEXHOJOTIYHOIO PEATbHICTIO, TOTPEOYe OLIBINOI yBard.

AHani3 ocraHHix nyOJikauniii. AHanmiz eTMYHHX mpoOsieM, IMOB’SI3aHUX 13 MITYYHUM
IHTEJIEKTOM, CTa€ OCOOJIMBO Ba)JIMBUM Yy 3B’A3KYy 3 UIBUIKUM PO3BUTKOM TEXHOJIOTIH, SKI
0e3mnocepeIHbO BIUIMBAIOTh HA JIIOJICBKY IHAMBIAYalbHICTh. OCTaHHI AOCHIIKEHHS MiJKPECTIOIOTh
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HEOOXI1THICTh MEePEerIsy TPAAUIIIHHUX YSABICHD MPO JIOJACHKY 1IEHTUYHICTh Y KOHTEKCTI UG POBUX
3MiH 1 aBTOMaru3aulii. Y Cy4acHMX HAyKOBHUX Ta TPOMAJICHKHMX IMCKYCISIX MUTaHHS PO3BUTKY
HITYYHOTO I1HTENEKTY PO3IJISAA€ThCA SIK 3 MO3UIIi MOoro mepemar, Tak 1 pusuKiB. [moH Mack
MIKPECITIOE, M0 HEBIANMOBINaIbHUI po3BUTOK LI MOXe BUXOIUTH 3-TMi KOHTPOIIO i CTATH OLIBII
HeOe3nmeunum, HK 3arpos3u Bin [liBHiunoi Kopei. Bin Harosjomrye Ha HEOOXiTHOCTI JEp>KaBHOTO
perymoBaHHs, mo0 3abesmeuntn Oe3meky cycminberBa (Elon Musk, 2025). Tloxibny aymky
BucioBatoe CriBeH ['okiHr, skuii BBaxkae, mo Oe3 koHtpomo Il moxe cratu opHiero 3
HalcepiOo3HIIIMX 3arpo3 AJIs JI0ACTBA, X04a OJHOYACHO BiH MIATPUMY€E HOTO MOTEHIIAN y pillleHH]
0aratbox TJI00AIBHUX MPOOJeM, TakuX K OigHicTh yn XxBopoOu (Hawking, 2017). Maiikn Baccap
TaKOX 3acTepirae, 1o 0e3neka BIpoBaKeHHs MOTYXHOTO LI — 11e KpUTHYHO BaKITMBE TUTAHHS [T
BiokuBaHHs JrojcTBa (Vassar, 2025). IIpu npomy 3acHoBuuku I, Taki sk Jxon Makkapri,
po3Tisiganyd Horo He SIK 1HCTPYMEHT JUIsS TICHUXOJOrii, a sK 3aci® aus po3B’s3aHHS 3amad y
KOMIT FOTEPHHX HayKax, 1110 I03BOJISE I ABUIYBAaTH €(heKTUBHICTD JTFOACHKOI AisutbHOCTI (McCarthy,
1988). CyuacHi npuknaau 3actocyBanns LI minreepmkytoTs i ouikyBanus. b I'eifte 3a3nayqae,
o TexHoJsorii I 301b1IyroTh TPOIYKTUBHICTH 1 €(PEKTUBHICTh Y 0arathoX cepax, BKIIOUYAOUN
TpaHCHOPT, MeAuIMHY, ocBiTY Ta Oi3Hec (Iloropenenko, 2025). Cporomni ocobmuBy yBary B
JMOCTIDKEHHAX MPUAUIAIOTh MeauuHomy BukopuctanHio III. Hanpuxman, cucrema Google
DeepMind moske aHasti3yBaTH 3HIMKH CITKIBKH Ta BCTAHOBIIIOBATH 1MOoHA[ S0 1iarH031B, M0 301IbIIy€E
TOYHICTh 1 MIBUAKICT MeAuyHuX pimeHb (LTyyHuil iHTEIeKT HaBUYUBCS IarHOCTYBAaTH OYHI
xBopobu, 2023). Cepriit bpin, 3acHoBHuK Google, monepemxkae, mo Il moxxe OyTn BukopucTane
JUTSL MAHIMYJISIH 3 TI0JIbMU, @ TAKOK 3BEPTA€ YBary Ha HEMOKJIUBICTh Bi/IMOBIJAILHOCTI 32 PIIIeHHS,
npuiiHATI WTydHuM iHTenekToM (Iloropenenko, 2025). Taki MopaibHi IiI€MH, y TOMY YHCII IIIOJI0
0e3niI0THUX aBTOMOOLIIB, aHamizye Poroxa (2023), 1o migkpecitoe BiIMIHHICTh Mik MOPaJIbHUMU
MOKIUBOCTIMH JTroauHH Ta anroputmiB LILY dinocodebkomy kortekcti [.KanT mimkpeciroe, 1mo
MOpaTbHHH 3aKOH Ma€ yHIBEpCaIbHy IPUPOIY 1 MOXKE 3aCTOCOBYBATHCS 10 €TUYHOTO PETYIIIOBAaHHS
I (Kaar, 1965). Omunak obmexeni moxnmBocti LI y BuOOpi, mo 3aleXuTh BiJ MO Ta
palioHaJIbHUX MIPKyBaHb, BKa3ylOTh Ha (DyHIaMEHTAIbHY PI3HHIIO MIX JIIOJAUHOK Ta MallMHAMH,
10 BUMarae ocoOJIMBOro miaxony a0 GopmyBanHs eTuyHux craHnaptiB (Poroxka, 2023). Takum
YMHOM, CYYacHi JOCHII)KEHHS MOKa3zyloTh, 1o Il mae moasiliHy mpupoay: 3 oAHOro OOKY, BiH
BIJIKpMBA€E IIHMPOKI MOXJIMBOCTI JJIi PO3BUTKY CYCHUIBCTBA Ta TEXHOJOTIH, a 3 1HIIOTO — CTBOPIOE
NOTEHIIIHI €TUYHI Ta COLiaJIbHI 3arpo3H, SKi HOTPEeOYIOTh HAYKOBOTO OOIPYHTYBAHHS PETyIIOBaHHS
Ta JJOTPUMAHHS ETUIHHUX HOPM.

Mera po6GoTH TIONATaE B €TUYHOMY YCBIJOMJICHHI BIUIUBY IITYYHOTO IHTENEKTY,
CIPSIMOBAHOTO Ha peajibHYy 3arpo3y AJisl CYCIIJIbCTBA, CIIBBIAHOUIEHHS IISJILHOCTI HEMpomepexi 3
TOACHKUMU (haKTOPAMHU, JTIOICH.

Buxaan ocHoBHOro marepiany. Mopans - peHOMEH CyTO JIFOACHKOTO CBITY. TpaauiiitHo
JIOIMHA IUIeKaja CBOIO JIIOJCHKICTh, BIIMEXXOBYIOUM ceOe BiJ CBITY mnpupoau. HuHi eruka
aKTYyaTi3yeThCS y 3B'SI3KY 3 MUTAHHAMHU TMPO T€, YU TMOTPIOHO JIFOJAMHI TUCTAHIIIOBATUCA BiJl
MITYYHOTO 1HTENEKTYy, YU MOTPIOHO CTBOPIOBATH €TUYHY pErJIaMEHTAIlll0 B Taly3i IITY4YHOTO
IHTEJIEeKTY 1 Ha 110 B HI{ CNI1JI COUpPATUCS W Ky/IU aKLIEHTYBaTH yBary?

i muTaHHS BUHUKAIOTh B 00CTaBWHAX, 32 SKUX BYCHI MOKOJIHHSAMU IpAIfOBAIM HA T€, 00
TEXHIYHO 3a0e3MeYnTH KOM(POPTHE ICHYBaHHS JIOAWHHU, SIKE, CEpEe]] IHIIOro, MPU3BENIO J0 MEBHOI
MipU 3pOIIYyBaHHS JIIOJUHM 3 MamHHOK. ChorojHi OyJeHHICTIO HAILIOrO JKUTTS € Kibopru -
010J10T14H1 1CTOTH, B SIKI B)KMBJIEHO MEXaHIUHI YM €JIEKTPOHHI KOMIIOHEHTU. Koy 1mTy4yH1 opranu,
CyrJIo0M, TKAaHWHU CTAlOTh 3BUYHUMHU B JIFOJCHKOMY OpraHi3Mi, IMOCTa€ MUTAHHS, 10 SKOi Mipu
JFO/IMHA 3AJTUIIAETHCS JIFOAMHOIO, TPUPOCTAIOYN SIEKTPOHHIUMHU YA MEXaHIYHUMH MPUCTPOSIMU?

Bueni BKa3yroThb, 110 poOOTa MO3KY JIFOJAMHU MOB'A3aHa 3 JII€I0 OPraHiB YyTTiB 1 KOHTPOJIEM
010JIOTTYHOTO TiJIa, TOMY MTOBHOIIIHHO MO30K MO€E TPAIFOBATH JUIIEe Ha O10710T14HINA oCcHOBI. OTXKe,
MIOKH JIFO/IMHA 1MeHTU(IKYe ceOe TI0ANHO0, TOKM MEXaHIuH1 YM eIEeKTPOHHI MPUCTPOT HE YCYBAIOTh
il IHTeNeKTyallbHO-UyTTEBY IPUPOTY, TOTH BOHA 1IeHTU(DIKYE ceOe JIF0AMHOIO B €IHOCTI PO3YMOBOTO,
TizecHoro i emouiiHoro. LITy4nuii ke IHTEIEKT Ma€ IHITY PUPOY - BiH B/l HOYATKY € MAIIMHOIO.
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1 pi3HOro poay HamaraHHs PO3pOGHHKIB HAZATH HOMY aHTPOMOJIOTiYHI GOPMH HE YCYBAIOTh L€l
BUCXITHOT CUTYAIlil, sIKa 3a]]a€ 30BCIM I1HIITY TOHAIBHICTh ETHYHUX MIPOOIIEM.

Tak, po6otr Codis mae anTpornomopdHy dopMy ¥ MOXKE BHUCIOBIIOBATH €MOIIii, 1 cama
HasBHICTb TaKOrO MEXaHI3My TPOBOKYE NHTaHHS LIHHICHOTO XapakTepy. YCBiJOMIIOIOYU
MOTEHIIHHY 3arpo3y BijJl CAMOKEPOBAHOCTI IITYYHOTO iHTENEKTY, Y 2018 p. B €Bponeiickkomy Coro3i
po3movaTo poOOTy EKCIEPTiB HaJ BU3HAYEHHSM ETHMYHUX MPUHUUIIB PO3BUTKY IITYYHOTO
iHTenekTy. Ha choromHi BHOKpEMJIEHO TakKi: ITYYHUH IHTEJIGKT Mae 3aciyrOBYBAaTH Ha JOBIPY,
BIJIMIOBIIaTH 3aKOHAM Ta MpaBWJIaM, Tiepe0adyaTH KOHTPOIb 3 OOKY JIFOIMHU, BpaXOBYBaTH IHTEPECH
CyCIUIbCTBA Ta paBa JIIOJUHU, OYyTH HaIIHHUM, OE3MECYHUM, CTaOIILHUM, MTOBAaYKaTH MPUBATHICTh
JTIOAVHU Ta OE3MeKy JaHuX Mpo Heli, OyTH MpO30pUM, BPaxOBYBaTH BCi JIOACHKI OCOOJIMBOCTI,
BKJIFOYAr04YH (13MYHY CIIPOMOYKHICTD, CIIPUSITH PO3BUTKY CYCIIJILCTBA TOIIO. Y Ci CIM IPHUHIIUIIIB, TIO
BEJIMKOMY pPaxyHKY, MOKYTb OyTH OXOIUICHI OJHUM METAIPUHIUIIOM - KOHTPOJIb B iM's Oe3neku
JIFOVHH.

Bapro 3a3nauntu nymky J>xona MakkapTi Ipo MOYaTKOBUI HANIPSIMOK JIOCTiIKEHb B 001aCTi
HITYYHOTO 1HTENEeKTy: «Merta nojsraia B TOMY, U[00 NPUIUHUTH BUBYCHHS MMOBEAIHKYU JIIOJUHH Ta
PO3MIIAIATH KOMIT IOTEp SIK IHCTPYMEHT JUIsl PO3B’si3aHHS MEBHUX 3amad. OTKe, IITYYHUH 1HTEIEKT
CTaB YaCTHMHOIO KOMIT IOTEPHOT HAyKH, a HE IMCUXOJOrii». BaxIMBO 3a3HAYUTH, MO PI3HULS MiXK
IITYYHUM IHTEJIEKTOM Ta JIIOJCHKUM IHTEJIIEKTOM MOCTYIOBO 30UIBIIYETHCSA, OCKUIBKHA CHCTEMH
HITYYHOTO IHTEJICKTY BCE OUIBIN e)EeKTUBHO BUKOHYIOTh (PYHKIIIT JIFOAUHM B Pi3HUX chepax ®KUTTL. [
8, c.4].

[TosiBa mtyunoro inTenekry (Al — artificial intelligence) Moxe cTaTu «HaWUTIPIIOO TOIEIO B
icTopii Hamoi mUBLTI3amii», SKIIO JIOJCTBO HE 3HAME CIOCIO KOHTPOJIOBATH HOTO HECTPHUMHHUI
po3ButTok. IIpo ne 3asBuB BumatHuii ¢i3uk CTiBeH XOKIHT, BHUCTYNAKYM Ha TEXHOJIOT1YHIN
koHpepenmii Web Summit y Jliccaboni, Ilopryramisa. «TeopeTH4HO KOMIT'IOTEPU MOXKYTh
HACJIiTyBaTH JIFOJICBKHUI pO3yM 1 HaBiTh MEpPEBEPIIYBATH HOr0», — CKa3aB BiH. 3a CIIOBaMH BYEHOTO,
IITYYHUH IHTEIEKT MOYKHA BUKOPUCTOBYBATH JUIS TOTO, 1100 3MEHIITUTH IIKOY, SIKY 3aBAA€ JFOACTBO
HABKOJIMIIIHBOMY CEPEOBHUILY, 1100 BUKOPIHUTU OiIHICTH 1 XBOpoOW, OJHAK MaiOyTHE 1 moci
HeBu3HaueHO. «CtBopeHHst Al Moke OyTH SIK HAOUTBIIUM YCITIXOM B iCTOpii HAIIOl IUB1JTi3aIlil, TaK
1 Haliripioo noaiero. Mu pocto He 3Haemo. HeBigomo, un Oyne Al 6e3kiHeYHO JomoMaratu HaMm,
YH TIPOCTO BiJICYHE HAC BOIK, pO3BHBAIOYKCH BCE IIUPIIE, YU 3HUIIUTH HAC», — CKa3aB XOKiHT[5]

Ha nymky omHoro 3 TBopuiB «Google» Cepris bpina, mTyyHuii  iHTeneKT HeOe3neuHuit
HacaMmIiepes; THM, IO MOXK€ OyTH BHKOPHCTAaHWH JJIsl MaHIIyJIOBaHHS JIOIbMH. BiH Takox
HiJIHIMA€ TMUTaHHS MIOAO BIUIMBY IITYYHOTO 1HTEJEKTY Ha MpAleBJAIITYBaHHS B PI3HUX Taly3sXx,
pO3YMIHHS TOro, IO BiIOYBA€ThCA BCEPEIMHI IMX TEXHOJOTIH Ta IIOJM0 OIIHKH iX
o0'ekTUBHOCTI Ta Oe3mevHocTi. J[OAAaTKOBUI «MiHYC)» IITYYHOTO IHTENEKTY — BIJCYTHICTb
JIOTIOMIHOTO OJIOKY aBTOHOMHOi (YCBIZOMJIEHOi) BiAMOBIIaIbHOCTI YXBAJIEHHS OCTaTOYHOIO
pillIEHHs, 10 CBIAYUTH NPO HEMOXJIMBICTh YXBaJCHHS aJeKBAaTHMX DpilleHb. AJle, SKUMH O
JENPECUBHUMU OYIKYBaHHSIMH HE HANOBHIOBANIM JiesKl (axiBlLl 1HQOpMalliiiHe Moje CTOCOBHO
NEPCHEKTHB PO3BUTKY IITYYHOI'O IHTENEKTY, MOKHM OUYEBHJHO OJHE: HEraTHBHI HACHIIKU Bif
PO3BUTKY INTYYHOTO iHTENEKTY TOBHICTIO HIBENIOIOTHCS TIO3UTUBHUMH  pe3ylbTaTaMHd  Ta
HEepCIeKTUBAMHU BiJl HOro BUKOpHCcTaHHI[3, ¢.25].

Axmo rooputu mpo OUTBIT CepHO3HY 3arpo3y, [mon Mack ckaszaB, mo HeOe3meka, sKy
CTaHOBUTh IUTYYHHUN IHTENEKT, € OUIBIION, HIXK 3arpo3a, Ky craHoBuTh [liBHiuHa Kopes. YV
CYINPOBIIHOMY TBITI Mack JeTalbHIlIe pO3MOBIB PO HEOOXIHICTh PErYITIOBaHHS PO3POOKH CHCTEM
IITYYHOTO iHTeNeKTy. Lle meperykyerbes 3 Horo cioBamu Ha movatky 1poro micsus: «lltyunuit
IHTENIEKT — IIe MPOCTO Te, IO, Ha MO0 JAYMKY, CTAHOBHTH PU3HK IJISI TPOMAJICHKOCTI, 3aCIIyTOBYE
OpUHAiiMHI Ha po3risx 3 OOKy ypsay, OCKUIBKM OJHUM 13 3aBAaHb ypsady € J00poOyt
rPOMaJICHKOCTI».

Taxki ekcrieptu, sk CTiBeH ['OKIHT, JaBHO MOMEpeIKaId PO NOTEHIA IITYYHOTO 1HTEIEKTY
3HUIIUTH JI0ACTBO. B iHTepB'to 2014 poky BigoMui (i3MK 3asBHUB, IO «PO3BUTOK IITYYHOI'O
IHTENIEKTy MOJK€ O3Ha4yaTh KiHEIb JIIOJCHKOI pacuy». binble TOro, BiH pO3Iisia€e MOIIMPEHHS
aBTOMAaTH3aIlil K 3TyOHY CHITY JUIsl cepeaHboro Kiacy. [nmmit ekcnepr, Maiikn Baccap , ronoBHumit
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HaykoBui criBpoOiTHUK MetaMed Research, 3asBuB: «SIKII0o mTydHU# 1HTENEKT, 1O ITEPEBEPIITYE
JIOICHKHM, Oy/ie BUHAWIeHO 6e3 HaleXHOi 00epeKHOCTI, Mailke HaleBHO, 110 JIFOJCHKUI BT TyKe
HIBHIKO BUMpPE». [7]

[Hmmit mact npoGiem 3 OE3MUIOTHUMH AaBTOMOOUISIMH BHUHHMKA€ TaKOX IIOJ0 MHTaHb
oe3nexu. CaMOKepOBaHUI aBTOMOOUIh PEKIAMY€EThCS SIK TAKH, 110 Ha TTOPSJIKH € O€3MeUHIIINM, HIXK
KEpOBaHi JIOAMHOIO MAaIIMHU. Y BHIAAKY aBapii MammHa OyJe TisSTH panioHaJbHO, BIIMOBIIHO 10
TOr0, SIK BOHA 3allpOTrpaMOBaHa - BPATYBaTH CBOTO BJIACHHMKA 32 PAaXyHOK YChOTO I1HILIOTO CBITY.
BrnacHe, Bce «II0JIChKE» TYT BUKJIIOYAETHCS BiJl TOYATKY - €MOIIii, IMITYJIbCH, TOPHBH, CAMOIIOKEPTBA
BOJis (HANMpPUKIAMA, SKIIO TUTHHA BUOIMIA HA MPOIKIKY YAaCTUHY) SIK Take, IO HE BXOIUThH Y
nporpamy 30epexeHHs nacaxupa. BiacHe, [Uis AMJIEMH BaroHETKH TYT MPOCTO HE 3aJIHMINAETHCS
Mmics. | dakTu nuime miaATBEpIKYIOTh Taki MipkyBaHHsS. CBoro yacy OyJia ONpUIIIOJIHEHA BepCis
npuyrH aBToMoO1TbHOT aBapii y CLIA, xonu 6e3miioTHHI aBTOMOO1Ih 30MB Ha CMEPTh JKIHKY, sIKa
nepexoinia A0pory B Helo3BosieHOMY Micti. [IpuunHoo aBapii crajna moMMIIKa y po3Mi3HaBaHHI
00'eKTy, 110 pyXaBcsl.

Ceoro uvacy [.Kant B «OcHoBax MeTadi3MKH MOPaJbHOCTI» HaJlaB apryMeHT Cy4yaCcHUM
3aXMCHUKAM 3alPOBA/KCHHS €THYHUX NPUHIUIIB IS IITYYHOTO IHTENEKTY, BHICIIN PO3Pi3HEHHS
MOHSTH JIIOJUHH 1 PO3YMHOT ICTOTH: «3HAUY€HHS MOPAIBHOTO 3aKOHY /10 TaKOi Mipu MPOCTOpE, II0
BOHO Ma€ CHJIY HE JIMIIE IS JIIOJIeH, a i JUId BCIX PO3YMHHX ICTOT B3arajii». MopaibHUi 3aKOH B
TaKOMy PaKypci € yHIBepCaJIbHHM MOpPAIbHUM MPHUIHCOM sl Oyab-iKoi po3ymHOi ictotu. lle
JI03BOJISIE CTBEPKYBATH, 1[0 MOPATBHUN 3aKOH YHHHUH 1 JUIS IITYYHOTO 1HTENEKTY. AJie Ha 1€ € U
KOHTPApryMEHT: IITYYHHUI IHTEIEKT HEe Ma€ €IHOCTI IHTENEeKTYyalbHOI i eMOIliiiHO1, 3aCHOBaHOI Ha
OlomorivHii mpupoai cy0'ekTa, 110 3aBXKIU JTIFOANHI A€ MOKIIUBICT CIIMCATH CKOEHE Ha (UTFOACHKUI
dakTop», BUNHUTH HEJIOTTYHO/ HEPAI[IOHAILHO, IPOTE FEPOIYHO, KEPTOBHO - HA MOPHUBI, IMITYIIBCI,
3apajy iHIIOTO.

BnacHe, 11e ga€ niacTaBu BU3HAYATH, IO KiOOPT - 11€ JIFOJIMHA, @ HOCIH IITYYHOTO 1HTENEKTY-
3aBKau MaivHa.[4, ¢.48-49].

Byab skl TeXHOJIOTTYHUNA TPOAYKT CHOTOJIHI — 1€ Pe3yJIbTaT KOJIEKTUBHOI Mpalli HayKOBIIiB,
iHkeHepiB, TEXHOJIOTIB, (axiBIiB 3 0OpOOKM NaHHX, AM3aiiHepiB Ta iH. Moro cTBOpIOIOTH B OHiil
YAaCTHHI CBITY, KOPUCTYIOThCS HOT0 MOXJIMBOCTSIMU Ta mepeBaramu — B iHIIN. Came ImITydyHUin
IHTEJIEKT HaJa€ MOXJIUBOCTI KOOIMEPYBaTHUCh Ta OOMIHIOBATUCh pe3yjbTaTaMu TpyAa st
MOKPAIIIEHHS HAIOro HIOACHHOTO KUTTS. Lle TiMbKM 371a€Thes, IO B MOCTIHAYCTpPialdbHY €NoXy
BIJIHOIIEHHS 10 HHOT'O MAIOTh BUKJIIOYHO MIPEJICTABHUKU KPaiH, sIK1 BITIYBAIOTh Ha 001 yC1 mepeBaru
VI TeXHONOT1YHOr 0 yKJIany.

[TouyHemo 3 caMHX OYEBHIIHUX IEPEBAr, sIKi CYPOBO/KYIOTh AKTUBHUAN PO3BUTOK IITYYHOTO
IHTENIEKTY OCTaHHIM 4YacoM Ta poOJIATH KUTTH, 3a cioBamu bimna I'efiTca, «IpOAYKTHUBHIIINM,
e(EKTUBHIIINM Ta 3arajioM JIETIIHM»: «PO3YMHE» PETYIIOBaHHS PyXy Ta 3MEHIIEHHS «[IpoOOK» Ha
Joporax; MiABHUIIEHHS €(QEeKTUBHOCTI AIarHOCTUYHHX aJITOPUTMIB B MEJIHUIIMHI; TMEpPCOHANbHI
MOMIYHUKHM-aCUCTEHTH JIIOAWHM;, BHUKOPUCTaHHA OIOMETPUYHHMX MOXIIMBOCTEM Ta 3amiHa
CTaHJAPTHOI KPEAUTHOI KapTKU ISl pO3II3HABAHHS JIFOIMHU; OXOPOHA IPABOMOPSIKY 32 JOIIOMOT00
BUKOPUCTAHHS CIIEI[iaJIbHUX CHCTEM BHU3HAYEHHS pPAalOHIB TOTEHIIIHHUX MPAaBONOPYIICHB;
NOJAJIBIIMNA PO3BUTOK «PO3YMHHUX)» MICT; HAllTUCAHHS YHIKAJIbHUX TEKCTIB Ta MY3MKH BiIOBIJHO B
3aJIeXKHOCTI 10 BIIOJI00AHb JIFOJUHH; BIOCKOHAJIEHHS €(peKTUBHOCTI OCBITHBOI ISTIBHOCTI 38 PaXyHOK
1HAMBIIya bHOTO MiAXOJY; MOBCAKIEHHE BUKOPHCTAHHS BIPTyaJbHOI peanbHOCTI Ta iH. Bapto
BIIMITHTH, IO MITYYHUN IHTEJIEKT CTaHE HE3aMIHHUM MOMIYHUKOM i B Oi3Heci. BpaxoByroun te, 110
JUSUTBHICTh CyO’€KTIB TOCMOIApPIOBaHHS € OCHOBOIO PO3BUTKY €KOHOMIKM Oylb-fKO1 KpaiHW,
BUKOPHCTAHHS MOYJIMBOCTEH IITYYHOTO IHTEJIEKTY € 3allOPYKOIO POCTY.

BaxmBa ymoBa — gKicTh 6i13Hec-MOJieNi MiAIPUEMCTBA Ta, BIAIOBITHO, MPOAYKTY (poOoTH,
MIOCJTYTH), SIKMI BOHO Oakae MpocyBaTH Ha puHKY|[3, ¢.26].

[Ilono BHUKOpPHUCTAaHHS MOJJIMBOCTEH INTYYHOTO IHTEJEKTY B MEIHIMHI, TO KpaIloro
MOMIYHUKA B TIIOCTAHOBIl J1arHO3y (IHKOJIM JIOBOJII CYTTEBOI TPOOIEMH, sIKa € TPHYUHOIO
MOMUJIKOBHX «IIPOTOKOJIBY JIKYBaHHs1) Ta MPU3HAUYEHHI caMe IepCOHaIi30BaHoi Teparlii, 3aCHOBaHO1
Ha aHai31 BEJIMKOI KIJIBKOCTI JAaHUX IMAII€HTa, BAXKKO 3HAUTH. SIK MOBIAOMIISIETHCS, HAHOIMKINM
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4acoM B MEMIIHHI po3moyany aktuHe Bukopuctanus L1 Bix Google. Maersest mpo DeepMind, Ha
OCHOBI SIKOTO pO3poOMiHM HelipoMepexy. JlaHa cucremMa JO3BOJHMTH 3 BUKOPUCTAHHSIM YCHOTO
OJIHTOTO 3HIMKY CITKIBKM JiarHOCTyBaTu mMoHaj S50 XxBopoO odeit. J[js BCTaHOBIEHHS 1arHO3Yy
IITYYHUH 1HTENEKT BUKOPHUCTOBYE METOA ONTHYHOI KorepeHTHoi tomorpadii (OKT), mo sBise
000010 HEIHBA3MBHY OC3KOHTAKTHY Bi3yasi3allii CTPYKTypH OKa. 300pa)KeHHsI, OTPUMaHI 3a JJaHUM
METOJIOM, CX1Ki 31 3HIMKamu Y3]l, oJlHaK, pOo3/AiIbHA 3/IaTHICTh € 3HAYHO BUIIIOIO, IO JOMOMArae
3poOUTH Tak 3BaHy "Olomcito 0e3 BUIaIeHHs TKaHWH'" OJIs1 BUSBIICHHS PI3HOMAaHITHHX CTPYKTYp Ta
aHOMaJTild PO3BUTKY.

st po3poOku HOBO1 TexHouorii nociiaanku Google DeepMind 06'enHanuck 13 BYCHUMHU
Bputancekoro mentpy 3 6opotsbu 3 3axBoproBaHHsMHu ouyeil Moorfields Eye Hospital, mo mae
mupoky 6a3y 3HiMKiB OKT.

Texnounorist OKT mae nepeBaru, ajie € i JOCUTh BATOMHI HETOMIK - IO THXKHS 4acy MOXe OyTH
BUTpayeHO Ha oOpoOKy Ta iHTEpHpeTalliio 3HIMKIB. B Jeskux Bumaakax Maii€eHT MOXXE HE MaTh
CTUIBKHM Yacy, OCKUIBKHU pillleHHs Tpeba npuiiMaTh sikHaimBuame. B npomy acnekti LI mae cyrTeBy
nepesary. OiHa HeiipoMepeka y CKIIal MTYYHOTO 1HTEJIEKTY MepeBoAuTh HeoOpooaeHi 3HIMkH OKT
y KapTy TPUBHMIPHUX TKAHWH i BCTAHOBIIIOE MMONEpPEaHIN miarHo3. Jpyra € HeiitHOMepexa poOUTh
aHaJli3 TPUBUMIPHOI KapTH, MEPEBipsi€ TOUHICTH BCTAHOBIEHOTO J11arHO3y Ta BU3HAYA€ TEPMIHOBICTh
MEIUYHOI JOOMOTHY XBOopoMy. CHCTeMa CTBOPIOE TPUBUMIPHY MOZEIh OKa, BU3HAYAE 3aXBOPIOBAHHS
Ta HaBiTh MOBIJOMIISE, B KM MUISHII OKa BUHUK OocepeloK 3axBoproBaHHs. LIITyuHuil iHTeneKT
Hapasi MPOHIIOB CTail0 HABYaHHSA HAa TPUBUMIPHUX 300pakeHHSIX TKaHMH oka Ta ckaHak OKT, a
Hapas3i Oepe ydacTh y BumpoOoByBaHHsX Ha 0a3i Moorfields Eye Hospital. fkmo pesynsraT
3aJOBUTBHATH CIICIIANICTIB, CHCTEMY HOYHYTh BHUKOPHUCTOBYBATH MO BCii Tepuropii Bemmkoi
Bbpuranii[6].

Sk 3a3HauarOTh y €BPOKOMICI, IITYy4HUI IHTENEKT MOXE 3aCTOCOBYBAaTHCS Yy OaraTtbox
cdepax, BKIIOYAIOYH OXOPOHY 3/I0pOB’sl, CIIOKMBAHHS €HEprii, 0e3reKky aBTOMOOUIBHOT TEXHIKH,
dbepmepchke BUPOOHHUIITBO, OOPOTHOY 3 KIIIMATUIHUMH 3MiHAMHU, MOHITOPUHT (JIHAHCOBHUX PHU3UKIB
Ta y Oaratbox iHmmX. UITyyHuil iHTeNneKT Mo)ke AomoMaraTd y BHUKPUTTI IIaxpaiictBa abo
3JI0BKMBaHb, KIOEPHETHYHUX 3JI0YMHIB Ta 3arpo3, CTatu €(EeKTUBHUM IHCTPYMEHTOM B pyKax
MIPAaBOOXOPOHHUX OpraHiB st O0pOTHOM MPOTHU 3TOYMHHOCTI. BomHOYAc, BUKOPUCTAHHS TaKHX
TEXHOJIOT1M Hece HOBI BUKJIMKH TMPABOBOTO Ta €TUYHOTO XapakTepy. Y BHPIIICHHI Ii€l TpoOiaemMu
€BpOKOMICIST AOTPUMYETHCS TPaBUIIa "TPhOX KPOKIB": BU3HAUEHHS KIFOUOBHX BUMOT JI0 IITYYHOTO
IHTEJEKTY, SIKOMY MOKHa JIOBIpATH, OOTOBOPEHHS TaKUX BUMOT 13 IIPEICTABHUKAMHU ITPOMHUCIOBOCTIL
Ta KOPUCTyBayaMH B PaMKax MIJIOTHOTO MPOEKTY, pe3yJIbTaTOM SKHX Ma€ po30y10Ba MI>XHAPOTHOTO
MOTOJKEHHS 11010 PO30Y0BH MITYYHOTO iHTENEKTY BUKIIIOYHO B IHTEpEcax JIFOIUHH.

Ha chorogni eBpomelchki €KCIepTH BHM3HAYMIM CIM KIHOYOBUX INPHUHLUIIB, SKUM Mae
BIJINOBI/IATU MITYYHUN IHTETIEKT.

Ilepenycim, BiH Ma€ 3acayroByBaTH Ha JIOBIpY, BIJMOBIJaTH 3aKOHAM Ta IpaBHJIaM.

[To-npyre, mMTy4HHUI IHTENEKT Mae OOOB’SI3KOBO INepeadadaTd KOHTPOJIb 3 OOKY JIOAMHH,
pO3pOoONIATHCS 3 TMOBAarol 0 1HTEPECIiB CYCHIbCTBA Ta MpaB JIIOJUHHM, HE 3MEHIIyBaTH Ta He
00MEXyBaTH NPaBO JIOAWHN HA IPUUHATTS PillICHb.

Tpere mpaBwio — HaailHICTH Ta Oe3meka. Bci Taki cuctemMu MarOTh OyTH JI0CTaTHBO
CTaOlIPHUMH Ha BHMAJ0K NOMMIOK abo AuchyHKIII CUCTEM Ha BeCh NeEpioj] IXHHOTO
(GYHKILIIOHYBaHHS.

YeTrBepra BUMOTa — TI0Bara Jio MPUBATHUX MPaB JIFOUHA Ta 10 Oe3rekn 0a3 JaHuX, KOJIU Taki
JaHi He OyIyTh BUKOPUCTOBYBATUCS MPOTHU JIFOIUHH.

[I’ste mpaBwiio — mpo3opicTh. JloguHAa Mae OTpUMATH MOXKIUBICTH BIJICTIAKOBYBATH
pEe3yIbTaTH AISUTBHOCTI IITYYHOTO IHTENEKTY a00 BiMOBIAHUX CHCTEM.

[MocTe - 1 CHUCTEMH MalTh 3aCTOCOBYBATHCA HAa HEAUCKPUMIHAIIMHINA OCHOBI, TOOTO,
IITYYHUH IHTENIEKT Ma€ BpaxOBYBAaTH BCl JIIOJCBKI OCOOIMBOCTI, BKJIIOYAIOYH  (I3UYHY
CIIPOMO’KHICTh, HABUYKH Ta OTPeOU, 1 OyTH TOCTYIHUM JJIs BCIX JIFOJEH.
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CphoMe — Taki CHCTEMH MAalTh CHPHUATH PO3BUTKY CYCIUIBCTBA Ta BHUPIMIEHHIO TPOOIEM
OXOpOHHU JTOBKULIA, 110 Tepeadadae NPUHIUN BiAMOBIIAIBHOCTI JIOAWHYU 32 BUKOPUCTAHHS CUCTEM
HITYYHOT'O 1HTEJIEKTY Ta 3a pe3yNbTaTh TaKOl AiSUTbHOCTI.

Sk HarojouryeTbes, €CBPOKOMICIS ITparHe BUHECTH IeH MiAX1J 00 PO30yA0BU «ETHUYHOTOY»
IITYYHOTO 1HTEJEKTY Ha IIo0anbHe OOTOBOPEHHS, TOMY IO HOBITHI TE€XHOJIOTIi Ta aJITOPUTMH HE
3HAIOTh JKOJHUX KOPAOHIB. Bike 3apa3 11t JocsATHEeHHS 1i€l MeTH €BPOCOI03 3MILIHIOE TBOCTOPOHHIO
CHIBITpAIIO 3 KIIIOUOBUMHU MIXXHApOAHUMH IMapTHEpaMu, 30kpema 3 Anoniero, Kananoro, Cinramypom,
1HiI[iF0e 0OTOBOPEHHS 3a3HAYCHOTO NMUTAaHHS B Qopmati «Benukoi ciMkmny», «Bennkol ABaalsaTKm,
3alTydae 710 TaKUX TUCKYCii MKHApOIHI KOMITIaHIi Ta opraHizariii.

3a ominkoro €Bpokomicii, sika mictuthest y Crpaterii €C mogo po3BUTKY MITYYHOTO
IHTEJNIEKTY, MPUUHATIH y KBiTHI 2018 poky, 00csT nep)kaBHUX Ta MPUBATHUX 1HBECTHUIIIHN Y ITIO TATy3b
y €BPONEUCHKUX KpaiHax Moke csraté 10 20 MUIbApHiB €BpO IOPOKY, MPHHANWMHI, MPOTATOM
Hactynaux 10 pokis. [1].

Y dinocopcrkoMy pO3yMiHHI €THKA IITYYHOTO IHTENEKTY — 1€ MEperiisi] MEX JIFOACHKOL
Cy0’€KTHMBHOCTI Ta BIAMOBIAAIBHOCTI, SKa JIEKUTh Ha JIIOJAWHI SK TBOPIEBI Ta KOPHUCTYBaul
TEXHOJIOTiH. OCKIIBKH IITYYHHUH IHTETEKT € MPOAYKTOM JIFOJICHKOTO 1HTEJIEKTY, BIH Ma€ paJllie AiiTH
JUISL TIOKPAIICHHS JIIOJICBKUX 3M10HOCTEH, HI’K 3aMIHIOBATH iX OCHOBHUMH (YHKIiIMU. OcoOnMHuBOi
TOCTPOTH TMHTaHHS HaOyBae€ B THUX BHIIAJKaX, KOJM MeXa MiX JIOJAWHOIO Ta MPUCTPOEM HAOyBae
OUTbII BIAYYTHUX OOPHUCIB — II€ Ma€ BUKJIMKATH HE JIMINE TEXHIYHUH KOHTPOJb, a il rimnboke
¢inocopcrke ocMucieHHs. TeXHOIOTIYHUN PO3BUTOK Ma€ 3IIMCHIOBATUCS TAaKUM YUHOM, 00
3a0e3neynTH 30€peKEHHS OCHOBHHUX XapaKTEPUCTHK IIOJICHKOT MPUPOAU — CAMOBHM3HAYCHHS,
3IaTHOCTI JIO MOpajbHOI pediekcii, TBOPUOCTI Ta MIKOCOOMCTICHUX CTOCYHKIB. Dinocodcrka
AHTPOIIOJIOT1S Ma€ MEPETBOPUTHCS Ha OJIUH 13 PIBHIB HAYKOBOT'O aHANI3Y, /1€ IOCTAE MTUTAHHS MOLITYKY
ONITUMAJILHOI TMPOTIOPIIiT PO3BUTKY MiXK TeXHOC(]EpOro (IIPOBIIHUM BTIJICHHSAM HAyKOBO-TEXHIYHOTO
nporpecy) Ta aHTpomnocheporo (rmMOOKO TYMaHICTHUHOIO, IIO0 BUPAXKAE LUTICHI T'yMaHICTUYHI
IOPUHLMIN OYTTS JIFOJICTBA). BUIiJIe HAa MEPIINH IIJIaH.

3BopoTHUH OIK 1i€1 Meaali HalKpallle BUpaXXeHO B MPAKTUYHUX TEPMIHAX: SIKIIO TeXHOChEpi
Oyze MpUaiIJICHO HAAMIPHHA aKIeHT Y i PO3BUTKY, a aHTPOIOC(EPOr0 3HEXTOBAHO, BUHUKHE peabHa
Hebe3MneKa Toro, 110 JAruHa Oyae 3BefieHa 10 PiBHA J10aTKa 0 TeXHIUHOI cuctemMu. Btpatu foro
Cy0’€KTUBHOCTI, @ TAK0>K aBTOHOMI1i MOXYTb PO3IJIAIaTUCS K BEJUKI B IbOMY KOHTEKCTI. | HaBmaku,
HaroJoc Ha a"tponocepi, KOJIU TEXHOJIOTIS BiICTaE, TaTbMY€E MPOTPEC — BOHA BUIEpEKA€ 3MIHU
Ta TePEIIKO/PKAE HAJISKHIN peaKIii JIF0JICTBa Ha BUKIIMKU ChOTOJIeHHS. ETHKa KoeBOMOLii JIIOAMHY
Ta MITYYHOTO IHTEJEKTy MOBHHHA O3HAUaTH HE 3AIMIIATH INTYYHHH IHTENEKT y paMKaxX YHCTOTO
BUKOHaHHS (YHKIINA aBTOMaTu3alii, a 3poOUTH HOTo paguKaIbHUM IHCTPYMEHTOM IOCHUJICHHS
JIO/ICBKOI CY0’€KTUBHOCTI. 3 L€ METOI0 CIHiJ PO3IMIAAaTH MITYYHUH I1HTENEeKT sK 3acif, 1o
MIIKPECTIOE 0OCOOIMBOCTI JIFOICHKOT BAYMIUBOCTI, €MOIIIMHOCTI Ta KPEaTUBHOCTI, MPUUOMY KOXKEH
€K3EeMIUISIp € OCOOJIMBUM 1 BCl BOHH JIONOBHIOIOTH OJJMH OJTHOTO, ajJ€ He 3aMiHIOIOTh OJMH 1HIIOTO.
Po3poOka eTnyHNX cTaHAAPTIB PETYJIIOBaHHS B3a€MOJIIT JIFOJUHU 1 MAllIMHU BayKJIMBa B THX chepax,
JIe pIIIeHHs, 0 MpuitMaroThes 3a ydacTio LI, MoXyTh CyTTEBO BIIJTMBATH Ha )KUTTS JIFOJAUHU, TAKHX
SK MEJMIIMHA, OCBITa, FOPUCIPYACHINS, YIpaBIiHHI. TyT Ha MEPHIMA IJIaH BUXOIUTH PO3BHTOK
«HAaJIHHOT €TUKM» Ha OCHOBI MIPO30POCTI, CIPaBEUIMBOCTI Ta BIIMOBIAAIBHOCTI. JIHIIIe y3roKeHuM
PO3BUTKOM aHTpornocdepH 1 TeXHOCPEpH MOXKHA 3am00IrTH AeryMaHi3allii JIIOACTBA 1 3a0e3MeUnuTH
PO3BUTOK T'YMaHICTHYHO OPIEHTOBAHOI IMBii3amii[2, C.74-75].

[lITy4Huit iHTeNeKT — He MoanHA. Moro MoxHa hopMyBatu B Ginbin TouHHX cdepax, ae €
pPO3paxyHKH, OCBiTa, MEAWIIHA, aje MarTh OYyTH 3amporpaMoBaHi €THUYHI paMKU 3 SKUMHU
HelpoMeperka Mae TpalfoBaTi. BiH He MOXe «BiqayBaTH» K Kpalle, 3r010M Oy1e HeOe3euHIM IS
HAC, MU Ma€MO PO3YMITH Ha CKIJTbKU BaXKJIMBO 3arapTOBYBATH PAMKHU €THKH y JiSUTBHOCTI IITYYHOTO
IHTETIEKTY.

BUCHOBKMN.

OTxe, MOXHa 3pOOUTH BHUCHOBOK, IO IUTYYHHUI 1HTENEKT Ma€ 3YUTYBATH T'yMaHICTUYHI
HOPMH, 1 TOMY Ma€ OyTH NPUHHATUI aHTPONOLIEHTPUYHHN MiJIX1/1, 3 SKUM BiH He Oy/ie TaHyBaTH Ha
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JIOJICTBOM. Y IOCKOHAJICHHSI HOT0 — a00 HEraTUBHI HACIIJIKH SIK JJIS CYCITUIBCTBA, TaK 1 JI1 BCHOTO
KHBOT'O, OCKUIBKH YHIKaJBHICTb OCOOMCTOCTEH CTHpAaeThCs, a00 MO3UTHBHI HACHIAKU B MpOIECi
BUKOPUCTAHHS B CEPEJOBHINAX NPUPOJHUYMX Haykax. lle mutaHHs OOroBOpIOIOTH BXE Oararo
HAYKOBIIIB, NIPUBOJISYN B MPHKIAJl aTOMHY 30pOr0, TIOKM BOHA HE Oyina BIOCKOHAJICHA, JIIOJU HE
00roBOpIOBAIM MPOOIEMY €TUKHU IITYYHOTO 1HTEIEKTY, a KOJHU SAEPHI PO3POOKH CTaIM PeaabHOIO
3arpo3010 ISl CYCIIIBCTBA, IMOCTAI0 HOBE MUTAHHS « UM BapTi BOHW MpaBa Ha ICHYBaHHS CEpel
MHPHOTO aTOMy, HPHHICIIM B IEH CBIT MIIbHOHHM XepTB?». [loTiM Ile¢ mWTaHHS CTaJo IMi3HO
MiHIMATH, TaK 1 3 IITYYHAM IHTEJICKTOM- ITOKM HEMa PealIbHO1 3arpo3H, B IEpITy 4epry GopMyBaTH
€THYHI HOPMU B HAJIAIITYBAHHSIX I[i€] MAIIMHU.
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VJIK 004.8:378.1

Koanescbkuii C.B. (/[onbacvra depocasna mawunobyoisna axademis, m. Kpamamopcok-
Teproninw, Ykpaina), Bonoguenko ¥0.M. (IT-komnanis QuartSoft, YVrpaina).

HOBMI1 ETAII PO3BUTKY OCBITHBO-IOCJIJHULBLKOIO CEPEJJOBHIIA IOHUX
JOCJITHUKIB.

Anomauia. Y cmammi posensHymo KoHyenyito po3eumxy Axademii OOCHIOHUKIE WMYUHO2O0
inmenexmy (A/LL) ax o0ceimHLO-HAYKOB020 NPOEKMY HOB020 MUNY, CHPAMOBAHO20 HA (DOPMYBAHHS.
QOCHIOHUYBKUX KOMNEeMeHMHOoCmell MoJodi y cgepi wmyunozo inmenexmy. Ilpoananizoeano mpu pieHi
nioecomosxu — «FOni oocnionuxuy, «Monodi naykosyi» ma «Future Al Innovatorsy, wo 3abesneuyroms
besnepepsry mpaekmopiio 3poCmanHs 6I0 6a308UX 3HAHb 00 HAYK0BOI meopyuocmi. Po3xpumo memooonozito
oisnornocmi AN 3acnosany na npunyuni «learning by creating» i sukopucmannui inmepaxmuenux
@opmamis eebinapie («Al Detectivey, «/labopamopin idety, «Hackathon Light»). ITokaszano, wo ¢ginocogis
NPOEKMY CHPAMOBAHA HA nepexio 6i0 kopucmyeanus LIl 00 0ocriOHUYbKO20 OCMUCIEHHS 1020 Medc ma
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modxcnusocmeil. OKpecieno exocucmemy 63a€mMo0ii Midc yyacHuxamu, ycmaunosamu-napmuepamu ({AMA,
BHTY, IIIIII HAH Vkpainu, QuartSoft) ma GPT-incmpymenmamu. ITiokpecneno coyianvhy snauywicme
AL ax nnamghopmu po36umKy KpUmMu4HO20 MUCAEHHS, CAMOCMIUHOCMI U emUYHOI KyI1bmypu y yugposy
€enoxy.

Knrouoei cnosa: Axademis docnionuxis LI, océima 4.0, 00crioHuybKi KOMREMeHmHOCMI, WmyYHUl
inmenexm, GPT, kpumuune mucienns, inmepaKkmugHe HAGYaAHHs, eKOCUCmeMd.

Abstract. The paper presents the development concept of the Academy of Artificial Intelligence
Researchers (AAIR) as an innovative educational and research project aimed at fostering research
competences among youth in the field of artificial intelligence. Three levels of training are defined — “Junior
Researchers,” “Young Scientists,” and “Future Al Innovators,” which form a continuous learning trajectory
from basic knowledge to scientific creativity. The methodology is based on the “learning by creating” principle
and interactive webinar formats (“Al Detective,” “ldea Lab,” “Hackathon Light”). The pedagogical
philosophy emphasizes the shift from using Al as a tool to understanding its limitations and possibilities
through critical inquiry. The article outlines the AAIR ecosystem connecting students, educators, partner
institutions (DSEA, VNTU, Institute for Problems of Artificial Intelligence of NAS of Ukraine, QuartSoft), and
GPT-based platforms. The project is shown as a socially significant model for cultivating critical thinking,
autonomy, and ethical awareness in the digital age.

Keywords: Academy of Al Researchers, Education 4.0, research competences, artificial intelligence,
GPT, critical thinking, interactive learning, ecosystem.

1. Beryn

Axkanemiss mocmigHukiB mTydHoro iHTenekry (AJIII) BuHWKIA SK CIiobHA iHINIaTHBA
Bukianauis JI/IMA, ta ITTIIT HAH Vkpaiau 3a niarpumku IT-kommanii QuartSoft, mo6 ctsopuru
HOBY MOJIeJIb HAyKOBO-OCBITHBOTO TIPOCTOPY, J€ INTYYHHH IHTENEKT HE € METOI0, a CTae
IHCTpYMEHTOM (OPMYBaHHS OCOOMCTOCTI AOCHIHMKA. Yrepiue ies Oyna o3BydeHa y 2024 p. mix
yac cepii BeOiHApiB I IMIKUTBHOI Moyioai JloHeY4HWHH, SKI MPOBOJWIMCS B YMOBax BIiHH,
JTUCTAHIIIMHOCTI Ta BuUMyleHoi Mmirpamii. 3 Toro momenty AJIIII mouana eBomioLioHyBaTH 3
IHIIIaTUBH y TOBHOIIHHY HAaBYAIBHO-TOCTIIHUIBKY IUIaThopMy, 3MaTHY 00 €IHYBaTH YYHIB,
CTyJeHTIB, BuKIanayiB i lIII-rexHomorii B eAMHY Mepexy 1HTENEKTYalbHOI'O 3pOCTaHHS.

2. Konuermiist Ta cTpykTypa Axaaemii

ANl po3BuBae Tpu piBHI MIATOTOBKH, IO BIAMOBIJAIOTH BIKOBUM 1 KOTHITHBHUM
0COOJIMBOCTSIM YYaCHHKIB:

1. «tOHi pocmiguukn» (12—-14 pokiB) — mnepmuil piBeHb, OpPIEHTOBAHUN Ha
dopmyBanHs iHTEepecy a0 LI uepes irposi ¢popmu, icTOpii Ta TBOPUI 3aBJAHHS.

2. «Mononai HaykoBli» (15-17 pokiB) — napyruil piBeHb, Ji€ BiIOYBa€eTbcs
nepexij 10 AaHAJTITUYHOTO MUCIIEHHS, pO3pOOKH MOJIeNel, Iporpam 1 MiHi-10CH1IKEHb.

3. «Future Al Innovators» (18+, konemxki) — TpeTii piBeHb, KU mependayae

CTBOpPEHHS IOBHOLIHHUX 1H)KEHEPHUX PIllIEHb, CHMYJISALINA 1 HAYKOBUX CTaTEH.

KoxeH piBeHb € 4aCTHHOIO 1HTETPOBAaHOI'0 HAaBYAJIBLHOTO IMKIY, A€ BeOiHapH, j1aboparopii,
KOHKYpCcH Ta KOH(epeHIii MoB’sf3aHl B €IMHMUNA JIAHLIOT CTAHOBJEHHS MOCHIJHUKA. 3TiAHO 3
«IaTerpoBanum muaHoMm BeGiHapiB AJIILI na 2025-2026 H.p.», yC1 3aHATTS CUHXPOHI30BaHI MiX
PIBHSIMH, IIO CTBOPIOE €(eKT BEPTHKAIbHOI €IHOCTI — BIJ MEpIIOro «3HailomcTBa yepes LI» mo
3aXHUCTy BJIACHOT HAYKOBOi POOOTH.

3. Metonomoris gismeHOCTI AJIIIIT

Koxen Bebinap AJILII — 11e He nekiisl, a iIHTepaKTUBHA JOCITIAHHUIIbKA MOis, i Yac Kol
YYaCHUKH CaMOCTIMHO CTBOPIOIOTH 17I€1, MEPeBIpsIIOTh TIMOTE3H, MpaiooTh y rpynax 1 3 I sx
CIIBPO3MOBHHKOM, a HE «BUUTEIIEM.

3okpema:

. 3anaTTs «Al Detective» naByae kputuuHo nepeBipstu 3HauHs LI Ta GaunTn
HOT0 MEXI;

. «Jlabopartopist izmeit» Qopmye cepeloBHILE CHUIBHOTO MHCICHHS uepes

«AYKITIOH TEMY;
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. «IIpomntu y nii» 1 «[IpoMNT-IHXKUHIPUHT» TEPETBOPIOIOTH 3allMTAHHS Ha

JOCITITHUIIBKUI IHCTPYMEHT;

. «Code Challenge» i «Ilepia Moeby 3aKJ1aAal0Th OCHOBH IIPOrPaMyBaHHS Ta

MaIIMHHOTO HAaBYaHHS,

. «Hackathon Light» Ta «[IpomixkHHIi 3aXHUCT» TOTYIOTh YYACHHUKIB 0 HAYKOBUX

KoH(pepeHiii, Takux sk «Moioaa Hayka — 2026».

VYci matepianu moOymoBani 3a mpurImmom “learning by creating” — yuacuuk miznae csit LI
HE CIIOCTEPIraroyu, a TBOPSUH.

4. Tlenaroriuna ¢isocodis: Big KopucTyBaya J10 JOCIITHAKA

B ocuoBi ¢inmocodii AHILI nexuts iaest craHOBIGHHS MUCHII40i ocoductocti uepe3 I,
chopmynboBaHa ii 3aCHOBHUKOM SIK TIPUHITHIL:

«AALLI nosunna sunowsysamu ne KOpUCmy8auis, a O0CIIOHUKIB.

et miaxig mnepembadae, MO KOXEH YYaCHUK TMPOXOAUTH II'SITh CTadiil PO3BUTKY:
Crnocrepirau — Yuenb cmucity — Konerpykrop rinore3 — Inxenep ictuau — JlociigHuk OyTTs.

Ha koxHOMy eTarni 3MIHIOETbCS HE JIMILIE PIBEHb 3HAHb, a i TUI MUCIIEHHS — B1J IPOCTOTO
3anuTy 10 pedaeKcii HaJ BIACHUMHU 1ICSIMHU.

AJIIII tum camum ctae naboparopiero iHTeNeKTyanbHOi eBomtouii, Ae LI BukoHye poib
IHCTpyMEeHTa, TMapTHepa W [3epKajla MUCIEHHS. Y [bOMY IOJISATae ii HOBATOPCTBO: TEXHOJOTisS
MOBEPTAE YUHsI 10 caMoro cede.

5. Exocucrema AJIIIII Ta 30BHINIHIN BIIUB

[IpoekT BHXOIUTH 3a MEXI OCBITHBOTO CEpelOBHUINA, (OPMYIOUHM CHCTEMY COLIaIbHOTO
BIUIMBY, CIIPSIMOBaHY Ha 3allydeHHs Mool JloHeuuwHn Ta BCiei YKpaiHH, BKJIFOYHO 3 TUMH, XTO
BHUMYILIEHO 3QJIUIINB CBOI TOMiBKH.

Cucrema BKIIIOYaE:

. MepeKy OHJIaiH-BeOiHAPIB 1 KOHCYNIbTaLlIH,

. MeXaHi3MH 3alydeHHs uepe3 couianbHi Memia (Telegram, Facebook,
Instagram),

. MapTHEPCHKI OCEPEIKU y IIKOJIAX Ta KOJIeIKaXx,

. KOHKYpPCH, XaKaTOHH, MiT4l Ta HAYKOBI Cecii.

Sk 3a3HaueHo y xpoHiui po3Butky AJIIIII, e ne npocro iHdopmaniiiHa kamnaxis, a “cucrema
30BHIIIHBOTO BIUIUBY”, SIKa BXKe JIi€, 3a]Iy4aroud MEpUIMX CJIyXadiB yepe3 MorepesHi BeOiHapH Ta
HOBUI KoMyHiKaliiHui nakeT «[lepmuit Bukauk AJIIII».

6. Ponb nugpoBux inctpymenTiB 1 GPT-exocucremu

AJILII aktuBHoO iHTerpye cyuacui LI-inctpymentn — Bin ChatGPT, Teachable Machine,
Canva Magic Media 10 wiathopm CUMYJISILIIN (ANSYS, Onshape).
Y4yacHUKM HE NPOCTO 3HAHOMIIATHCA 3 HMMM, a BUYaTbCS OOMpAaTH, aHaNI3yBaTH W KPUTUYHO
BUKOPUCTOBYBATH iX.

CrtBopeHo koHIeniito «inBeHtapuzaii [II-iHcTpyMeHTIB JuIst TOCTITHUKIBY — TAOJIHUIIIO, J1e
KO)KEH 1HCTPYMEHT OI[HIOEThCS 3a (YHKII€IO, PIBHEM JOCHIIHMKA, €TUYHUMH pPU3UKaMU M
MOTEHITIaJIOM PO3BUTKY. L{e 703BOIIsIE YUHSIM OCTYIOBO BXOJUTH B IPOo(eciiiHy KyIbTypy poboTH 3
TEXHOJIOT1SIMH, PO3YMIIOUH, 1110 €TUKA BUKOPUCTAHHS Ba)KJIMBIILA 32 IIBUAKICTb PE3YNbTaTYy.

7. lncturtymiiiHa criBopars 1 HepCrneKTUBH

AJIIII ciupaeThest HA TOTYKHY MEpeXy MapTHEPIB:

. Jlonbacbka JepikaBHa MAIIMHOOYZAIBHA akajaeMisd (HayKOBO-METOAMYHE
KEpiBHUIITBO, TEXHIYHI JabopaTopii);

. [HctutyT npobaem mryunoro intenekry HAH Ykpainu (HaykoBuii cymnposin,
nociipkenns 1HI);

. QuartSoft (rexHomoriuna miaTpumka, IT-MeHTOPCTBO).
[Tomanbimii po3BUTOK Mependayac:

1. crBoperHst iHTepaktuBHOi HHJ/[-mmatdopmu AJIII, inTerpoBanoi 3 GPT-
ACHCTEHTAaMU;

2. dbopmyBanHs Mepexi “Al-maboparopiii” y HIKosIax 1 KoJemaKax;
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3. Buxix Ha MixHapoaHi ocBiTHI poektr (UNESCO, Intel Al for Youth, Al for
Good Foundation).
8. BucHoBKH
AJIUII chorogHi — 1€ HE JIMIIE OCBITHIA €KCIEPUMEHT, 2 HOBHH THI 1HTEIEKTYaJbHOTO
npoctopy, y skomy LI crtae karamizaTropom JIOJICBKOIO MUCIEHHS. 3aBISKH CTPYKTYpPOBaHUM
PIBHSM HaBYaHHS, IHTEPAaKTUBHUM (popMaTaM 1 METOJI0JIOTiT KPUTHYHOTO BUKOPUCTAHHS TEXHOJIOT1H
AKkazieMis CTBOPIOE YMOBH JJIsl HAPOKEHHS TOKOJIIHHS YKpaiHChbKuX aociianukiB LI, 3natHux He
IPOCTO KOPHCTYBATUCh MOJICTISIMH, a CTBOPIOBATH BiacHi. Llel pyx — 70Ka3 Toro, 1o HaBiTh y 4acu
HEBH3HAYEHOCTI 1 BIHHU OCBITa MOJKE 3aJIUIIIATUCS IIPOCTOPOM TBOPYOCTI, T1THOCTI Ta MAaHOyTHHOTO.

Y JIK 004.896:004.4°42:378.147

KoBaneBcbkuii C.B. (/Jonbacvka depoicasna mawunobdyoisna akademis, m. Kpamamopcok-
Tepnonins, Yrpaina), Meabnuk C.B., Copoka M.O. (Binnuybkuii HayioHanibHUuti mexHiynui
VyHigepcumem, Binnuys, Ykpaina).

IHTEJIEKTYAJIbHUII HEHPOMEPE)KHU ACUCTEHT Y LIU®POBIN
NIArOTOBLI IH)KEHEPIB.

Anomauia. Y cmammi npedcmagiieno  pe3yibmamu  po3poOieHHS ~ma  BHPOBAONCEHHS
Inmepaxmusnozo acucmenma IKC — inmenexmyanvHoi cucmemu niOMpUMKU HABYATILHO2O Hpoyecy OJs
ni020MOBKU [HIHCEHepI8 Y 2any3i THMENeKMyaibHUX Kepylouux cucmem. Acucmenm peanizye NpuHyunu
A0anmMuUBHO20 HABYAHHSA, YUPDPOBO2O OBIIHUYMEA, CUMYIAYIUHO20 MOOET08AHHS MaA 0idN02080i 83AEMOOIT
cmyoenma 3 HaguanvHumu mooenamu. Onucano apximexmypy acucmenma, wo 6KIHUAE A0PO 3HAHb, MOGHUI
inmepeitic na ocnosi GPT-nodeni, inmeepayiiini mooyni 3 CAD/CAE-cepedosuwamu ma anarimuynuii 610K
MoHimopunzy npozpecy. Bnpoeadcenns cucmemu y HaguanvHuil npoyec JJoH6acokoi 0epicasHoi indceHepHoT
axkademii NOKA3an0 CKOPOUEHHS Yacy Ni020mMoGKU 00 1abOPAMOPHUX 3AHAMb, 3POCHAHHA CAMOCIUHOCTI
3000y6auis i nidguujeHHss AKOCMI eKcnepumeHmanvhux pobim. Pospooxa IKC-acucmenma eionosioae
cyvacHum xouyenyiam ocgimu 4.0, inmeepyrouu KOSHIMUGHI, MemoOOo02IYHI 1l MEeXHOA02IUHI CKIa008i 015
Gopmysarts OOCHIOHUYLKUX KOMNEMEeHMHOCMell IHCeHepi8 MallbymMHbO20.

Knwowuogi cnosa: wmyunui inmenexm, yugposuii acucmenm, iHmeneKmyanbti Kepyodi cucmemu,
yughposuii osiinux, CAD/CAE, oceéima 4.0, adanmuene HA8UAHHS, CUMYTAYIS.

Abstract. The article presents the development and implementation results of the Interactive 1CS
Assistant — an intelligent learning support system designed for engineering education in the field of intelligent
control systems. The assistant applies the principles of adaptive learning, digital twin technology, simulation
modeling, and natural language interaction with educational models. The architecture includes a knowledge
core, a GPT-based language interface, CAD/CAE integration modules, and an analytics block for progress
tracking. Implementation in the educational process of Donbas State Engineering Academy demonstrated a
30-40% reduction in preparation time for laboratory classes, increased student autonomy, and improved
quality of experimental projects. The ICS Assistant reflects the principles of Education 4.0 by integrating
cognitive, methodological, and technological dimensions to foster research and engineering competencies of
future professionals.

Keywords: artificial intelligence, digital assistant, intelligent control systems, digital twin, CAD/CAE,
Education 4.0, adaptive learning, simulation.

1. Beryn
OcsiTHi# mpoctip XXI cronitrs noTpedye He JniIe MOJAEpHI3alil IHCTPYMEHTIB, a 1 HOBOTO
HiAXO0y A0 B3a€MOJIT JIIOJUHM 3 3HAHHSAMH. Y Tajy31 TEXHIYHUX HayK, Jie KO’KHA HaByaJIbHA 33/1a4a
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MOKe OyTH TIepEeTBOPEHA y TU(PPOBUIA EKCTIEPUMEHT, BUKOPUCTAHHS IIITYYHOTO IHTEJICKTY BIIKpUBAE
MOYJIMBOCTI JJIi TEpPCOHI(IKOBAHOTO HABYaHHS, JOCHIJHUIBKOIO MHCIEHHS Ta CTBOPEHHS
nudpoBux 1aboparopii.

Y 1poMy KOHTEKCTI cTBOpeHO IHTepaktuBHOro acuctenra IKC (ICS Assistant) —
IHTEJEKTYAIbHUN [U(PPOBHI MOMIYHUK, SKHH MOEIHYE MOXIJIMBOCTI reHepaTuBHUX Mmoaenei 111,
xmapaux ocBitHiX miargopm, CAD/CAE-cepenoBuin Ta 1abOpaTOpHHX CHUMYIATOPIB JUIs
MIATPUMKH IUKITY HAaBYAHHS 610 JIeKYii 00 HAYKOB020 OOCIIONCEHHS.

2. Mera i 3aBHaHHSI TOCIIHKCHHS

MeTol0 TpOEKTy € po3pOo0JIeHHS I1HTEPAKTUBHOTO ACHUCTEHTa HABYAJIBbHOI JTUCHUILIIHU
«IHTEeNneKTyanbHi KepyIUi CUCTEMHY, 31aTHOTO:

. a/lanTyBaTH HaBYAIbHUI KOHTEHT 10 PiBHS MiATOTOBKU CTYCHTA;

. TeHepYBaTH 3aBJIaHHs, TECTH, JJAOOPATOPHI IHCTPYKIIT;

. 3a0e3mevuyBaTH IHTETpaIliio 3 MUGPOBUMU MOACIISIMH 1 CUMYJISIIISIMH;

. HiATPUMYBATH JOCIITHUIIBK]I IIPOEKTH, B TOMY YHCIII aCHipaHTChKI;

. BUCTYIIaTH 3aCO00M CaMOOI[IHIOBAHHS Ta aHAJITUKN HaBYAIbHUX PE3yIbTaTiB.

Y mnpoueci crBopennsi IKC-acucteHnta BUKOPHUCTOBYBajacsi METOJOJIOTIS IHM(PPOBOTrO
JBIMHUITBA HAaBYAJIBHOTO TIPOLIECY, KOJIU KOXKEH EJIEMEHT OCBITHBOI JisUIBHOCTI (3aBIaHHS,
EKCIIEPUMEHT, JTA00paTOpisi) Mae CBOIO ITU(PPOBY KOO y BIipTyaIbHOMY CEPEAOBHIIT.

3. ApxiTeKTypa Ta TeXHOJOTiYHa OCHOBA aCUCTEHTA

[HTEepaKTUBHUI aCHCTEHT MOOYI0BAHO HA MOIYJIBbHIN apXiTEKTYypi, sIKa CKJIATa€ThC 3:

. spa 3HaHb JTUCHMIUTIHKA (0a3a JeKiii, JabopaTopHux poOirt, Gidmorpadis,
CTaH/IApPTHI AITOPUTMH KEPyBaHHS, MOJICIII CHCTEM aBTOMAaTH3aIlii);

. MoBHoOro iHTepdeiicy Ha ocHoBi GPT-Mozeni, kil J03BOJISIE BECTH J1iajior
MIPUPOJTHOIO MOBOIO, PO3YMITH KOHTSKCT HaBYAIHHOI CUTYAIlii Ta TEHEPYBATH MOSICHCHHS,

. interpamiiinoro  moayas 3 CAD/CAE-cepemosumiamu  (SolidWorks,
MATLAB/Simulink, Ansys, Deductor), mo 103BoJisi€ MPAIOBaTH 3 MOACISIMHU Y PEKHMI
CUMYJISIIIT;

. aQHATITUYHOTO OJIOKY, SKHH BIJCTEXKYE MPOrpec KOPUCTyBaya, MPOTIOHYE

pexomenailii, GopMye iHIUBITyaIbHI TPAEKTOPII.

Cucrema po3ropTaeThesl y XMapHii IHPpacTpyKTypi, 1110 JO3BOJISIE MAcCIITa0yBaTH i1 MiJ Pi3H1
PiBHI KOPUCTYBAYiB: OaKaiagp — mazicmp — acnipanm.

4. OcBIiTHIM KOHTEKCT Ta IHTErpalis y HaBYaJIbHUN MTPoLec

Acucrent IKC ynpoBamxkeHo B OcBiTHIM mnpouec JloHOachkoi aepxaBHOI iHXXEHEPHOI
akajgemii y Mexax Kypcy «lHTenmekryanbHi Kepyroul cucteMu». [lil yac HaBUaHHS CTYAEHTHU
BUKOPHCTOBYIOTb MOTO JUISL:

. MIATOTOBKM 70 JA0OpPAaTOpHUX 3aHATh (mowmyk (opMmyn, MojeneH,
QITOPUTMIB);

. PO3POOIICHHS CTPYKTYPHUX CXEM CHCTEM KEepPYBaHHS,

. aHalli3y eKCIePUMEHTAIbHUX JaHUX 3 TIAPaBIIYHHUX, ENEeKTPUYHHUX Ta
MEXaTPOHHUX CHCTEM;

o MoJenroBanHs udposux aBiiiHukiB y MATLAB Ta Python;

. MIJIFTOTOBKU HAYKOBUX 3BITIB 1 MPE3EHTAIIIH.

AcnipanTu, 30kpema MensHuk C.B. ta Copoka M.O., 3actocyBamu IKC-acuctenra sk
IHCTPYMEHT TMONEPETHHOTO MOJETIOBAHHS CHUCTEM IUTYYHOTO IHTENEKTY JUIsl MPOMUCIOBHUX
MaHIIyJIATOPIB 1 CHCTEM TOYHOTO K€PYBaHHS, 110 1aJI0 3MOTY CKOPOTHUTH IIMKJI €KCIIEPUMEHTAILHOTO
BIJIITPALIIOBaHHS.

5. MeTononoriyHi MpuHIUITT

KitouoBUMH METOI0IOTTYHUMHU OPIEHTUPAMU CTAIIH:

. MPUHIIMI 1HTETpamii JIOJAMHA — MallliHA — 3HAHHS, /€ IITYYHUH IHTEIEeKT
BHUCTYIIA€ TTOCEPETHUKOM Y 3aCBOEHHI CKJIAIHUX TEXHIYHUX KOHIICTIIIIH;
. aIalITUBHICTH 1 cCaMOOpPTaHi3allisl HaBYaHHS, [0 peani3yeTbes Yepe3 00pooKy

IHIWUBITyaIbHUX 3aITUTIB CTY/ICHTIB,;
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. Bi3yasti3allisi MHCIJICHHS — TPEJCTABJICHHS MPOIECIB KEPYBAHHS y BUTJIAII
TUHAMIYHHUX MOJIENeH, OJIOK-CXeM, CHMYJISIIIi;

. BUKOPHUCTAHHS NU(PPOBUX NBIMHUKIB VIS MEPEBIPKH TiMOTE3, MPOCKTYBAHHS
€KCIIEPUMEHTIB, 1 HaBITh OI[IHKU SKOCTI HABYaHHSI.
Taxki miIxoau BiAMOBIIAIOTh Cy4aCHUM TEHACHITISIM €BPOIEHCHKOTO IPOCTOPY BUIIOT OCBITH

(EHEA) 110710 KOMIIETEHTHICHOTO TiIX0/1y Ta HaBUaHHs yepe3 mociimkerns (learning by research).

6. [IpakTruHi pe3ynbTaTH
VY xoni anpoOariii aCHCTeHTa OTPUMAHO TaKi pe3yabTaTH:

o CKOPOYEHO Yac MiJIrOTOBKHU CTYJEHTIB 110 JlabopatopHux 3aHsATh Ha 30—40 %;

. 301IBIIEHO YAaCTKy CaMOCTIHHOT TOCTiAHULIBKOT po0O0TH;

. peanizoBaHO CHCTEMY OIlIHIOBaHHsA, 10 (OpMy€e aHANITHYHI KapTH
KOMIICTECHTHOCTCIA;

. CTBOPEHO MPOTOTHII BipTyanabHOI Jabopatopii IKC-Lab, ska B3aemomie 3
acucreHToM uepe3 APl Ta 103BoIIsIE BUKOHYBATH €KCIIEPUMEHTH Y PeaIbHOMY Yaci;

o MIITOTOBJICHO MOHAM 15 1HAWBIAYAIbHUX JOCIIHKEHB, 3aXHUINCHUX Y BUTIIAII

HAYKOBHX 3BITiB 1 MariCTepChbKux pooiT.

7. OGroBOpeHHs Pe3yJIbTATIB 1 IEPCHEKTUBU PO3BUTKY

Bukopucranns IKC-acuctenTa 1eMOHCTPYE, IO IITYYHHH 1HTEIEKT Y HABYaHHI HE 3aMiHIOE
BUKJIaa4ya, a MOCHJIIOE HOTO POJIb SK Kyparopa 3HaHb. Taka cucTeMa CTae YaCTMHOIO OCBITHBOI
EKOCHUCTEMH «AKazieMii TOCIiTHUKIB mTydHoro iHTeneKkTy» (AIILI), mo 06’enHye y4HIB, CTyIEHTIB
1 HAYKOBIIIB PI3HOTO PiBHS.

[Tonanbimmii po3BUTOK Neperdayae:

. CTBOpEHHS OBHOLIHHOTO IU(PPOBOTO NBiliHKUKa OCBITHROTO mpouecy IKC;

. inTerparito i3 cucremamu Moodle, Miro, Canva, ChatGPT ta BuyTpimiHiM
PEro3UTapieM HaBYATIbHUX MOJICIICH;

. BUKOpHcTaHHs npuHimiiB EdTech-relimidikaiiii Ta reHepaTHBHOTO HaBYAHHSI,

. (dbopMyBaHHSI MXKHAPOJHHUX MAPTHEPCTB ISl JOCIIKCHHSI €TUYHUX aCIICKTIiB
111 B ocBiTI.

8. BucHoBku

InrepaktuBHuii acucreHt IKC 10BIB CBOIO €(QEKTUBHICTh SIK IHCTPYMEHT HIATPUMKH
1HXEHEepHOI1 OCBITH HOBOTO TOKOJIHHS, IO MOEJAHYE KOTHITHUBHI, TEXHOJOTIYHI i METOJIOJIOTIuH1
KOMITOHEHTH.
Moro BHPOBaIKeHHs CIpPHSE PO3BUTKY UH(POBOI KyIbTYpH, (OPMYBAHHIO MOCIiTHHIIBKHX
KOMITETEHTHOCTEH, TiIBUILIEHHIO SKOCTI MATOTOBKHU (PaxiBIliB 1 BOJHOYAC CTBOPIOE TUIATPOPMY IS
MDKJIUCIMITIIHAPHUX JOCIIKEHb Y chepl IITYUHOTO IHTENEKTY, MEXaTPOHIKU Ta yIpaBIiHHS.

YJIK 004.8:378.147:62-52

KoBanescbkuii C.B., (/[onbacvka deporcasna mawunobyoisna akademis, m. Kpamamopcok-
Tepnonins, Ykpaina), Binocreunnii B.O. (Binnuybxuii HayioHanbHull mexHiyHull yHigepcumemn,
Binnuysa, Yxpaina).

HEWPOMEPEKHI MOKJIMBOCTI IHTEJIEKTYAJIbHUX KEPYIOUUX CUCTEM ¥
OCBITHBOMY IIPOLECI.

Anomauia. Y cmammi posananymo cmeopenns ma anpoobayiio Inmepaxmuenozo acucmenma 1TC
OKP3I — inmenekmyanoHoi cucmemu HO8020 NOKONIHHSA, NPUSHAUEHOT 01 NIOMPUMKU OCEIMHbO-00CTIOHOT
OisnbHoCcmi ¥ mexuiyHux YHigepcumemax. Onucamo apximexmypy ACUCMEHMA, SKA BKIOYAE OCEIMHill,
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HAYKOB0-00CTIOHUI MA IHHOBAYIUHO-8UPOOHUYUL PIGHI, WO 83aEmo0iomb i3 1abopamopisimu |CS-Lab ma ITS-
Lab. Busnaueno memooonoziuni 3acaou npoexmy, 3acHo8ani Ha Konyenyii yugpoeoco OIU3HIOKA HABUALHO2O
npoyecy, AKutl AHali3yeMbCs AIOPUMMAMU MAUUHHO20 HABYAHHS ma adanmueHumu mooersimu fuzzy-nozixu.
Hoxkazano, wo ITC OKP3I cnpusic ghopmysanuio 0OCHIOHUYbKUX | AHANIMUYHUX KOMAEMEHYIU, 30Kpema y
cghepi yuppposux Osilinukie i Hetipoinmepgheticie. Pezyromamu enposadoicenns cgiouamos npo nio8uLeHHs
AKOCMI aHATIMUYHUX pobim, camocmiinocmi 3000y8auieé ocgimu ma Momueayii 00 HaAYKoB8UX 00CHI0NHCEHD.
Ilpoexm pozensdacmocs sk ochoda cmeoperns Hayionanbhoi Al-niamgpopmu mexuiunoi oceimu.

Knwwuogi cnosa: wmyunuii inmenexm, yu@gposuil OIUSHIOK, THMENEKMYATbHi CUCTEeMU Kepy8aHHs,
oceima 4.0, fuzzy-nozcixa, mawunne nasuanns, inmepaxmusnuii acucmenm, ITC OKP3I.

Abstract. The paper presents the development and testing of the Interactive Assistant ITS OKR3I —a
next-generation intelligent system designed to support educational and research activities in technical
universities. The architecture of the assistant comprises three interconnected levels: educational, research,
and industrial, which operate in integration with the ICS-Lab and ITS-Lab digital laboratories. The
methodological framework is based on the digital twin concept of the learning process, analyzed and optimized
through machine learning algorithms and fuzzy logic models. ITS OKR3I enhances analytical and research
competencies, particularly in digital twin technologies and neuro-interfaces. Implementation results
demonstrate increased quality of analytical work, students’ autonomy, and motivation for scientific
exploration. The project serves as a foundation for establishing a national Al platform for engineering
education.

Keywords: artificial intelligence, digital twin, intelligent control systems, Education 4.0, fuzzy logic,
machine learning, interactive assistant, ITS OKR3I.

1. Berym.

CyudacHa BuIlla TEXHIYHA OCBiTa repeOyBae Ha eTari rubokoi Tpanchopmaliii, 110 MoB’s13aHa
3 MEPeX0J0M JI0 oceimu, niocurenoi wmyunum inmenexkmom (AI-powered education). B ymoBax
ctpimkoro po3Butky Mmozeneit I (Bim GPT-3 mo GPT-5) 3MiHIOE€TbCA HE JHUIIE CTPYKTypa
HABYAJIBHOTO KOHTEHTY, a 51 cama pUpoIa OCBITHBOT B3a€EMO/III.
VY BiMOBiAb HA Il BUKIMKH B MEKaX OCBITHbO-HAYKOBOI MporpamMu «IHTeNeKTyanbHl TEXHOIOT14H1
cucremu (ITC)» Oyno ctBopeno InrepaktuBHOro acucrenta ITC OKP3I, skwuii moennye QyHKii
1u(poBOro ThIOTOPA, JaO0OPAaTOPHOTO KOHCYNbTAaHTAa, aHANITHKA 3HaHb 1 HAYKOBOTO CYMPOBOIY
JOCITITHUIBKUX TPOEKTIB aCIipaHTIB.

2. Konnenuis i crpykrypa IntepakruBnoro acucrenra ITC OKP3I.

ITC OKP31 — ue He mpocTo 4aT-00T, a CKIaJHa 1HTepaKTHMBHA CHCTEeMa, MOOy/I0BaHA Ha
NPUHIUNAX  IHMENeKmyaioHoi NiOMpUMKU NpUUHAMmMA  piwleHb 'y HaBYaIbHO-IOCIIAHOMY
cepeoBui. Moro apxiTekTypa BKIIOUAE TPH B3a€MOIIOB sI3aHi PiBHI:

1. OcgiTHiii (training level) — Moysb MiArOTOBKM MaricTpiB 1 acCMipaHTIB uepes
creHapii 1abopaTopHUX pOOIT, IHTEPAKTUBHI KOHCYJITAIllT Ta CUMYJISILI.

2. HayxoBo-gocnignuii  (research level) — anamituuna o6onoHka ISt
(dbopMyBaHHS TiIOTE3, OLIHKHA JOCTOBIPHOCTI pe3yJIbTATIB 1 MiITOTOBKU MyOIiKaIlii.

3. InHoBaniiiHO-BupoOHNunit (industrial level) — 3B’sA30k 3 1UppoBUMHU
nBiiHUKaMu TexHosoriyHux mnponeciB, CAD/CAE-cuctremamMu Ta 1HTENEKTyaJlbHUMU
koutposepamu (ICS-Lab, ITS-Lab).

ACHCTEHT (YHKIIOHYE SK «Yudposuti KOopouHamop» MIXK CTYIEHTOM, BHUKJIaJadeM 1
nabopaTOpHUM OOJaJHAHHAM, 3a0€3Meuyloud HAacKpi3HY iHTerpauilo 3HaHb — B (GopMyBaHHs
3aBAaHHS 0 HAYKOBO1 CTaTTI UM MATCHTHOI 3asBKH.

3. MeTo10/10TiYHAa OCHOBA NMPOEKTY.

Po3pobka ITC OKP3I 6a3yerhcst Ha KOHIETIIT yudposoco Oau3HIOKA HABUANLHO20 NPOYecy,
€ KOXKHA OCBITHS [iSTIBHICTh BiIOOpaXkaeThCs y BUTIAAI JaHUX, IO aHANI3YIOThCA Ta

ONTUMI3YIOThCA aIropuTMaMu MalIMHHOTO HaBYaHHS.
3acTocoByeThcs riOpuHa apxitektypa LI
. CEeMaHTUYHA MOJIEJIb 3HaHb (OHTOJIOT1S AUCUUILIIHYU «]HTENeKTya bH1 Kepyroui
CHUCTEMUY);
. Heiipomepexkauit  Moxynb GPT-tumy, anmanToBaHWil mi  yKpaiHCHKHMA

aKaJeMIYyHHUi KOHTEHT;
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. aHATITHYHUN OJ0K Ha OCHOBI mpHHIUMIIB fUZzy-j0riKu, SIKWil iHTEpHpeTye

BI/IMIOBI/Ii KOPUCTYBauiB i GOpMy€e MepcoHai30BaHi TPAEKTOPIi HaBUAHHS.

Taka iHTerpartisi 103BOJISE 3IUCHIOBATH OUHAMIYHE (hOPMYBAHHS 3HAHL — KOJIM CUCTEMa He
IPOCTO TEPEeBipsi€ MPAaBUIBHICT BIJIMOBI/IEH, a OSACHIOE JIOTIKY pillleHb, BKa3y€e Ha albTePHATUBHI
MIIX0IM ¥ MATPUMYE AOCITITHUIIKE MUCIICHHS.

4. Po3BUTOK KOMIIETeHLili i HAYKOBMX HABUYO0K.

Acucrtent ITC OKP3I cripsMoBaHuii Ha pO3BUTOK KOTHITUBHO-IOCIIITHUIIBKUX KOMIIETEHITIN

CTYJICHTIB, cepen SIKHX:
- 31aTHICTh MIPOEKTYBATH IHTEJIEKTYyaJIbHI CHUCTEMH KEepyBaHHS,
- BMIHHS 3aCTOCOBYBATU METOIU MOJIECIIIOBAHHS 71 OIITHMI3alil;
— HaBUYKHU iHTEepIpeTarii pe3ynbTaTiB €KCIIEpUMEHTIB;

— KOMITETEHTHICTh Yy chepi nndpoBUX IBIHHUKIB TEXHOJIOTTYHUX MPOIIECIB.

BukopucTtanHs acuCTeHTa Il YaC BUKOHAHHS JIa0OpAaTOPHUX 1 MPOEKTHUX 3aBAaHb [TOKA3aJI0
ICTOTHE IiIBUIIEHHS SKOCTI aHATITUYHHX PoOiT (y cepeanbomy Ha 25—-30 %) Ta piBHS caMOCTIHHOCTI
3100yBaviB OCBITH.

5. llpakTnyHa peasizauis ta interpanisi 3 IKC-Lab i ITS-Lab.

ITC OKP3I BupoBamkeHo y uudpoBy inaboparopiro ICS-Lab (Intelligent Control Systems
Laboratory) ta ITS-Lab (Innovative Technological Systems Laboratory), siki pyHKI[IOHYIOTb SIK SITPO
EKCIIEpUMEHTATbHOT maThopMHu JIAMA-BHTY.
Acucrent miarpumye pobdory 3 CAD-makeramu (SolidWorks, ANSYS, Fusion 360),
matematuuyHumu  cepenosuinamMu  (MATLAB, Python) Ta 1udpoBuMu cuMynsTopaMu.
Bin 3maTen ananizyBaTH pe3yiabTaTh po3paxyHKiB, hopmysartu 3Bitu 3a JICTY, a Takox nmpoBOIuTH
«J11aJIOTU-OMOHYBaHHs» — IHTEPAKTUBHI CeCii 3 eKCIIEPTHOIO OI[IHKOIO PillIeHb CTYACHTA.

VY mpoueci anpoOarii Oyno mpoBeaeHo moHaa 150 iHTEPaKTHBHUX 3aHATH y TiOPUIHOMY
dopmarti (ayautopis + L), mo gano 3Mory 3MEHIIUTH Yac MiArOTOBKH 3BITIB y/ABIYl i OIHOYACHO
MiBUIIATH PIBEHb AHATITUYHOCTI IMOSCHIOBAJILHUX 3aITHCOK.

6. Bzaemonin «JIvonuna — LI — HudposBuii ABIiTHUKY.

KitouoBa ocobmuBicts ITC OKP3I nonsirae y moeqHaHH1 KOTHITUBHOT TisUTHHOCTI JIFOJIUHU 3

IHTENEeKTyaIbHUMHU iHTepdelicamu CUCTEMH.
3aBasKu Moei TPUCTOPOHHBOL B3a€EMOIIT B110YBa€ETHCA:
— [IepCOHai3allisi OCBITHHOIO MTPOLECY, KOJIM ACUCTEHT a/IalTye CKJIaHICTh MaTepiany 10 IOTOYHOTO
piBHA 3100yBaya;
— CHHXPOHi3a1lis 3 IM(PPOBUMHU IBIHHUKAMHU JJAOOPATOPHUX 00’ €KTIB (T1ApONPUBOIU, MAHIMYIATOPH,
CHUCTEMH OXOJIO/IKEHHS);

— CTBOPEHHS IMHAMIYHOTO MPOQ1II0 KOMIETEHTHOCTE! Il KOKHOTO CTYACHTA.
Takum yunom, ITC OKP3I dopmye mema-pisenv nasuanms, ne CTyIeHT HE JIUIIE OTPUMYE
3HaHHS, a I po3yMie, Ik camMe BiH HaBYAEThCS — Yepe3 peduieKcito i aHaii3 B3aEMO/II 3 CUCTEMOIO.
7. Pe3yibTaTH BIPOBAJIKEHHS Ta NMOAAJIbII HAIPSIMH PO3BUTKY.
3a pe3ynbTaTaMM €KCHEPUMEHTAIbHOTO BINPOBApKEHHS y 2024-2025 pp. BU3HAUEHO Taki

KITFOYOBI1 edeKTu:
— MIJBUIIEHHS MOTHBALlli CTYJIEHTIB 1 aclipaHTiB (3a pe3yjibTaTaMHu onuTyBaHb — Ha 40 %);
— CKOPOYEHHS yacy Ha MIATOTOBKY MIPOEKTHUX 3BITIB Ha 50 %;

— MIJIBUIIEHHS YacTKH CaMOCTIHHO po3poOjeHMX Mojeiel 1 anropuTmiB y poOorax 37100yBauiB;
— posmupeHHs MixkadeapaapHoi koornepartii (iHTerparris 3 kypcamu «CAIIP TIIy, «laTenexkryanpHi
TEXHOJIOT11 BUpOOHUITBa», «OcHOBH LLI»).

[Tonanbimmii po3BUTOK nepenbdavae CTBOPeHHs BIAKpUTOi MepexeBoi ekocuctemu [TC OKP31
2.0, mo 00’eHAE eKinbKa OCBITHIX TUIaTGopM, TabopaTopii 1 mignpuemcT-naptHepis (QuartSoft,
[TTIIT HAH VYxpaian, BHTY, JJAIMA).

BHCHOBKH,

1. IntepaktuBHuii acuctent ITC OKP3I e edextuBHHUM i1HCTpyMEHTOM LU(POBOI
TpaHcopMallii OCBITHBOTO MPOLECY Y Taly3i MPUKIAAHOT MEXaHIKH Ta aBTOMATH3aLli.
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2. HNoro BukopucrtanHs 3a0e3neuye (OpMyBaHHS IOCTITHHUIIBKAX, aHATITHYHHX 1
NPOEKTHUX KOMIETeHIiH BianosiaHo a0 ctangaptiB EKTC 1 Bumor ingycrpii 4.0.

3. Po3polGriena apxiTekTypa JO3BOJII€ IHTErpyBAaTU €JIEMEHTH MAIIMHHOTO HABYAHHS,
pPOBUX JABIMHUKIB 1 HEMpo-iHTep(dEeCiB Y HABUAIBHUI MpoLIEeC.
4, ITC OKP3I Buctymae 6a30BUM €J1€MEHTOM ISl CTBOPEHHS MailOyTHBO1 Hayionanvhoi

Al-npamgopmu mexmniunoi oceimu, MO TOEAHYE YHIBEPCUTETH, HAyKOBI YCTaHOBM Ta Oi3Hec-
MapTHEPIB.

YJIK 004.8
Kopuesa B.P. (Ilpunyyvxuti mexniunuii gpaxosuii konedoc, Ipunyku, Ykpaina).

IHTEJIEKTYAJIBHI OCBITHI CUCTEMM: IEPCOHAJIIBALISA HABYAHHSA HA
OCHOBI LITYYHOI'O IHTEJIEKTY.

Anomauia. Y cmammi OocnidxceHo ponv wmyuHozo inmenekmy (L) y ¢opmysanni
IHMENEeKMYAIbHUX OCBIMHIX Cucmem, 30amHux 3abe3neyumu NepCoOHAN3ayilo HAGUAHHS GION0GIOHO 00
iHOugioyanvHux nompeb 3000y6auie oceimu. Busnaveno knioyvosi nanpamu énposadicenns LI, cepeo axux
a0anmueHi  MexauismMu HAGUAHHS, AGMOMAMU308AHE OYIHIOBAHMS, AHANIMUKA HABYATALHUX OQHUX mMa
BUKOPUCMAHHA 4am-00mie K iIHCmpyMeHmie niompumku cmyoenmis. Ilpoananizoeano cyuacHi mexuonozii —
MawuHHe HABYAHHs, HEUPOHHI Mepedici, 0OPOOKY NPUpOoOHOi MOBU — WO 003601AI0Mb IHMENEKMYANbHUM
cucmemam popmysamu iHOUGIOYANbHI MPACKMOPII HAGYAHMS, OYIHIOBAMU NPO2ATUHU Y 3HAHHAX MA
nponoHysamu penesanmui pexomenoayii. Ocobaugy yeazy npuoineHo 02140y aAKmyaibHUx O00CHONHCeHb
(UNESCO, 2023; Baker, 2022; Duolingo Al, 2023), sxi niomeepocytoms e(hekmuericms nepCcoHanizo8anux
nioxo0ie y noxkpawenHi peyromamis Haguanus. OKpecieHo npobnemu, wo 3amuarmscs akmyaibHuUMu:
gi0cymuicms  YHIQIKOBAHUX CcMAHOApmMie Nno06Y008U [HMENeKMYAIbHUX CUCTeM, HeOOCMAamHsA Yupposa
KOMnemenmnicms neoazo2ié ma pusuku, nos’azami 3 Oesnexkoro Oauux. lliokpecieno, wo po3eumox
IHMENeKMYANbHUX OCBIMHIX CUCEM € BANCTUBUM YUHHUKOM NIOBULYEHHS AKOCMI TI00CHKO20 Kanimany ma
NOO0NAHHS OCBIMHBbOI HEPIBHOCMI 8 YMOBAX YuUPpPosizayii.

Kniwowuoei cnoea: wmyunuii inmenexm, nepcoHANi308aHe HAGYAHHSA, IHMENEKMYANbHI OCGIMHI
cucmemu, a0anmMueHe HAGYAHHS, YUpposizayis ocsimu.

Abstract. The article explores the role of Artificial Intelligence (Al) in the development of intelligent
educational systems capable of providing personalized learning tailored to individual student needs. Key
directions of Al integration are identified, including adaptive learning mechanisms, automated assessment,
learning analytics, and the use of chatbots as student-support tools. Modern technologies—machine learning,
neural networks, and natural language processing—are analyzed as enablers for creating individualized
learning trajectories, identifying knowledge gaps, and generating relevant recommendations. Particular
attention is given to recent studies (UNESCO, 2023; Baker, 2022; Duolingo Al, 2023) that demonstrate the
effectiveness of Al-enabled personalization in improving learning outcomes. The article outlines persistent
challenges such as the lack of unified standards for designing intelligent educational systems, insufficient
digital competence among teachers, and risks related to student data security. It is emphasized that the
development of intelligent educational systems is a crucial factor for improving human capital quality and
reducing educational inequality within the context of digital transformation.

Keywords: artificial intelligence, personalized learning, intelligent educational systems, adaptive
learning, digitalization of education.

ITocTanoBka npodaemu.

CyudacHa ocBita nepeOyBae y cTaHl MMOOKOI TpaHcopmallii, CIPUYUHEHOI CTPIMKUM
PO3BUTKOM IUPPOBUX TexXHONOTIH 1 mTy4yHoro intenekty (II). Tpagumiiina Mmoens HaB4YaHHS, 110
0a3yeTbCs Ha €TUHOMY MIXO/1 0 BCIX CTYIEHTIB, YK€ HE BIANOBIJa€ MOTpedaM JUHAMIYHOTO PUHKY
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mparti, SKMii BUMarae iHAuBiAyaaIbHUX TPAEKTOPIA PO3BUTKY KOMIIETEHTHOCTEH. Y 1[bOMY KOHTEKCTI
inTenekTyanbHi ocBiTHI cucremu (IOC), mo BukopuctoBytoTh amroputmu LI nns anamizy
HaBUYaJIbHUX JaHHUX 1 (OpMyBaHHS MEPCOHANII30BAHUX CTpATErildi HaBYaHHs, HAOYBalOTh 0COOJIMBOL
AKTYaJIbHOCTI.

3aBiaHHA MOJSTa€ B TOMY, 00 HE JIMIIE aBTOMAaTH3yBaTU HaBYaJbHUH Ipoliec, a il 3po0UTH Horo
a/IaITUBHUM — 37IaTHUM BPaxOBYBATH 1HIWBITyalbHI 0COOIUBOCTI KOKHOTO 37100yBavya OCBITH.

AHaJIi3 OCTaHHIX MyOJiKaLii.

[Mutanns BupoBamkeHHs LI B OCBITY akKTUBHO JTOCTIIKYEThCS y TPALSIX TAKHX HAYKOBIIIB,
sk b. Kamuman, E. Yomnec, JI. betikep, k. AHAepcoH, a TakoX yKpaiHCBKHX AociaigHuKiB — O.
Cmipina, C. Cemepikosa, B. bukosa.
3rigHo 3 anamiTiaauM 3BiToM UNESCO (2023), BuUKOpHCTaHHS IHTEIEKTYaIbHUX CUCTEM Y HaBUaHHI
3pociio Ha 60% 3a ocraHHI 1M’ATh pokKiB. Po3podku, sik-oT Coursera Al Coach, Khanmigo (Khan
Academy), Duolingo Max, AeMOHCTPYIOTh  €(hEKTHBHICTh  aJalTUBHOTO  IMIJIXOIY.
VY BITUM3HSIHHX JTOCIiIKEHHSX (30Kpema, y mpaisx bukosa B. F0).) HaromonryeTscs Ha BaXKIUBOCTI
interpanii Il B ocBiTHE cepenoBUIlle 3 ypaxyBaHHSIM ETHYHHUX, IPABOBUX Ta ICHUXOJOIO-
MearoriYyHNX acreKTiB.

IMigkpecjeHHs1 HeBUPIlIEHUX YACTHH NMPO0OIeMHU.

[Tompu ycmixu y BIOPOBA/DKEHHI MITYYHOTO 1HTENEKTY, iICHYIOTH HpoOjeMH, TMOB’si3aHi 3
BIJICYTHICTIO €IMHUX CTaHJapTiB s ctBopenHs [OC, HenocTaTHIM piBHEM HUGPPOBOT IPaMOTHOCTI
[IeJaroris 1 [IUTAaHHIMHI Oe3nexu aHUX CTYJICHTIB.
Takox noci He po3pobsieHo yHi(hiKOBaHOI MOJENI, 10 JA03BOJISIE MOEAHATH AITOPUTMH MAIIMHHOTO
HaBYaHHS 3 TMCHXOJIOTO-TIENAaroriyHMMH TPUHIMIIAMU 1HIUBiAyaizanii HaBYaHHA. BigcyTHicTh
KOMIUIEKCHOTO TMiAXOJy 10 OI[iHIOBaHHA e(EeKTHBHOCTI TaKUX CHCTEM TajlbMye€ iX IIHPOKE
BIIPOBA/KEHHS Yy (hOpMaIbHY OCBITY.

Meta po00oTH Ta NOCTAHOBKA 3aB1aHb.

Merta cTaTTi — JOCIIIUTHA MOKIIMBOCTI Ta TIEpeBarv BUKOPUCTAHHS IITYYHOTO IHTEJIEKTY ISt
nepcoHaizalii HaBYaHHS, BU3HAYUTH OCHOBHI HAaIpsIMH PO3BUTKY IHTENEKTYyaJbHUX OCBITHIX
CUCTEM 1 iXHI{ BIUTMB HA COIIAIbHO-EKOHOMIYHI ITPOIIECH.

Jl1is noCATHEHHS] METH MTOCTABIICHO TaKi 3aBIAHHSL:

[IpoananizyBaTu cydacHi miaxoau 10 Bukopuctanss LI B ocBiTi.

BuszHauuTu CTpyKTYypy IHTEIEKTyaIbHOI OCBITHBOI CUCTEMH.

Po3kputu MexaHi3mu nepcoHaiizanii HaB4yaHHs Ha ocHoB1 L1

Jlocaiautu comianbHO-eKOHOMIYHI acniekTu BrpoBamkenns [OC.

CdopmynroBaTu MepCreKTHBY MOAATBIITNX TOCTIKEHb.

Buxiax 0CHOBHOro Matepiajty X0CJiI>KeHHS.

[HTENneKTyabHI OCBITHI CUCTEMU: BU3HAYCHHS Ta CTPYKTypa

IOC — ue mporpamHo-anmapaTHi KOMIUIEKCH, 110 BHKOPHUCTOBYIOTH METOAM IITYYHOTO
IHTEeNEeKTy (MallMHHE HaBYaHHS, 0OpOOKYy NMPUPOAHOI MOBM, HEHPOHHI MEpexi) A MIATPUMKH
1HIMBIyaTbHOTO HaBYaHHs. BOHU CKJIaaloThes 3 KITbKOX OCHOBHUX MOMYJIB:

Moaynbs KopuCTyBaua — BIJICTEXKY€E aKTUBHICTD 3100yBada OCBITH;

Monysb 1iarHOCTUKY 3HaHb — aHaJli3ye PiIBEHb 3aCBOEHHS MaTepiany;

Monynb pekoMeHaniin — GpopMye 1HIUBIyalIbHUH IJIaH HABYaHHS;

Monynb OIiHIOBaHHS — Ha/Ia€ a/IallTUBHI TECTH Ta 3BOPOTHUH 3B’ A30K.

Tabmuis 1. OCHOBHI KOMITOHEHTH 1HTEIEKTYalbHOI OCBITHBOI CHCTEMU

KoMnoneHt DyHKIIs TexHomorii
AHaJiTHKa HaBYAJIbHUX . . . . . .
AHHX 30ip 1 aHami3 pe3yabTaTiB Big Data, Machine Learning

Pexomennmarii Ta agamraris

Neural Networks, NLP
KOHTCHTy

Monynb nepcoHami3anii

159



3BOPOTHHIA 3B’ 30K MOHITOPHHT YCIIIITHOCTI Chatbots, Intelligent Agents

Ilepconanizanisi HABYAHHA.

[lepconamizamisi mependadyae HaNAITyBaHHS KOHTEHTY, TEMIy Ta CTHJIIO HaBYaHHS
BIJIOBITHO /10 TOTPe® KOHKPETHOTO CTyAeHTa. Hanmpukiias, cucreMa MoKe IPOIOHYBATH CIIPOIIEH]
MOSICHEHHST a00 JOJaTKOBI Marepianu, SKIIO aJrOpUTM BHU3HAYAE MPOTAIMHU y 3HAHHSX.
AnantusHi mardopmuy, sik Smart Sparrow, DreamBox Learning yn Edmodo Al Bxxe 1eMOHCTpYIOThH
MiIBUIIECHHS e(PEKTUBHOCTI 3acBO€HHs MaTepiany Ha 20—-30%.

CounianbHo-exoHOMiuHMH edeKT.

Buxopucranns 1 B ocBiTI Mae 3HaUHUI BIUIMB HA COI1aJIbHO-EKOHOMIYHI CUCTEMHU:

[TigBuIEeHHS AKOCTI JIOACHKOrO Kamitany. CTyAeHTH OTPUMYIOTh HAaBHUYKH, aJlaliTOBaHi J10
BHUMOT Cy4yaCHOTO PUHKY.

3MmeHmIeHHss ocBiTHROI HepiBHOCTI. LI Moke KOMIEHCyBaTH HecTauy BUKJIAIAdiB Yy
BIJIJTaJICHUX PEriOHaXx.

OntuMizaniss yrnpaBlliHHS OCBITHIMH YCTaHOBaMH. AJITOPUTMH aHATI3YIOTh JaHi IO
BiJIBITyBaHICTb, YCIIIIHICTG 1 (JiHAHCH, IO JO3BOJISE MIABUIIUTH €(PEKTUBHICTh TPUUHATTS PIlLICHb.

ARTIFICIAL
INTELLIGENCE
[
i J
SOCIO-ECONOMIC
EDUCATION SYSTEMS
& ®
ANALYTICS
A2

Pucynox 1. B3aemomiss mTy4yHOTO IHTENEKTY 3 OCBITHIMH Ta COIIaJIbHO-€KOHOMIYHUMU
CHUCTEMaMHU

BUCHOBKMU.

IHTenexTyalbHI OCBITHI CUCTEMHU BiKPUBAIOTh HOBY €MOXY B PO3BUTKY OCBITH, poOistuu ii
OUIBII THYYKOIO, IHAUBIAYaIbHOIO Ta €peKTUBHOM0. 3aBsku TexHosoriaM 111 moxinBo cTBoproBaT
HaBYaJIbHI  CEpEelOBUINA, J€  KOXEH CTYACHT OTpPUMY€E  ONTUMAIbHY  MIATPUMKY.
Y MaiitOyTHbOMY POJTb TAKUX CHCTEM JIHIIIE 3pOCTaTHME — BOHH CTaHYTh HEBIJl' EMHOIO YaCTHHOIO HE
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JIUIIIE OCBITHHOTO MPOIIECY, a W MIUPIINUX COLIAIbHO-EKOHOMIYHUX cucteM. Jyis Ykpainu 1ie o3Havdae
HEOOXIJHICTh JIepKaBHUX Mporpam Hu(poBizallii OCBITH, MiArOTOBKH BUKJIaga4iB 10 poboTu 3 LI ta
CTBOPCHHSI ETHYHMX HOPM HOTO BUKOPUCTAHHSI.

CIIMCOK ITOCHUJIAHB.
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4. Baker R. S. Learning Analytics and Artificial Intelligence in Education. Springer, 2022.
5. Duolingo Research Team. Al for Adaptive Learning. Pittsburgh: Duolingo, 2023.
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Onumyk C.I'. ([lonbacvka depacasna mawunobyoisna akademis, m. Kpamamopcok — Tepronine,
Ykpaina), TyaynoB B.1. (Kpamamopcokuti paxosuii konedac mexnono2i ma Ouzatiny, M.
Kpamamopcwvk — Yepxacu, Yrpaina).

BUKOPUCTAHHSA IITYYHOI'O IHTEJIEKTY B OCBITHbBOMY ITPOLECI I
AKAJEMIYHA JOBPOYECHICTb.

Anomauia. Y cmammi npoamanizoearo 0cobAUBOCMI 3ACMOCY8AHHS MEXHON02IU WMYUHO2O0
IHmeneKmy 6 0CEIMHLOMY Npoyeci 3aK1adie suwoi oceimu ma ixXHill 6nAUe HA OOMPUMAHHS AKAOEMIYHOL
dobpouecrocmi. Pozensnymo cyuacui nioxoou 00 GUKOPUCMAHHS YUPPOBUX THCMPYMEHMIE, A MAKOIC
NOMEHYIUHI pU3UKU, NOB8 A3AaHI i3 3ACMOCYBAHHAM 2eHEPAMUBHUX MOoOenell, AdMOMAMU308aHUx cucmem ma
IHMeNeKmyanvHux cepicie. Busnaueno Kio408i NO3UMUGHI ACneKmu inmezpayii wmyuro2o inmenekmy, cepeo
SAKUX NEPCOHANIZAYIsE HABUAHHS, NIOBUWEHHS eheKMUSHOCMI ONPAylO8ants IH@opmayii ma po3uupeHs
Moxcausocmeli 0asi NIOMPUMKU 0C8imHboi dianbHocmi. OOHOUACHO OKpeciieHO NpoOaeMu, Wo MOJICYMb
sunuxamu nio uac suxopucmannsa LLI: imogipuicms nopyuwieHns axademiunoi 000pouecHoCmi, 3HUNCEHHS
PIBHSL  caMOCMIUHOCMI CMYOeHmis, NUMAHHA A6MOPCOLKUX NpPAs, PU3UKU OMPUMAHHA HEeOOCMOBIPHOL
inghopmayii ma nomenyitini 3azpo3u 6e3neyi oanux. Ilpoananizoeano eumoau 3akoHo0ascmea Yxpainu wooo
3abe3neyeHHs akaoemiuHoi 000poYecHOCI Ma USHAYEHO MUNOBI NOPYULEHHS, SIKI MOJICYMb OYMU GUKIUKAHT
suxopucmannam LI y naguanni. 3anpononosano Komniekc 3axo0ié Oas MIHiMizayii pu3uxis, 30Kpema
BNPOBAOIHCENHSL YCHUX | KOHMPOLLHUX (DOPM OYIHIOBAHHS, GUKOHAHHS NPAKMUYHUX MA NPOEKMHUX POOIm, a
MAKONC PO3BUMOK  KYAbMYpU axkaoemiunozo nucoma. Pesyrbmamu 0o0cniodceHHs niOmeepotcyoms
HeoOXIOHICMb (OPMYBAHHI HOPMAMUBHOT NOLIMUKU U000 SUKOPUCTAHHS WINYYHO20 THMENEKmY 8 0C6imi 3
Memoio 3a0e3neyeHHs YeCHOCI, RPO30POCcmi ma 008ipu 00 0csimHb0o20 npoyecy. (185 cuis)

Knwowuogi cnosa: wimyunuil inmenexm, 0c8imHitl npoyec, akaoemiuna 00bpoyecnicme, yugposisayis,
HOpYUEeHHSI 00OPOYeCHOCHIL.

Abstract. The article analyzes the features of using artificial intelligence technologies in the
educational process of higher education institutions and their impact on academic integrity compliance.
Modern approaches to implementing digital tools and potential risks related to the use of generative models,
automated systems, and intelligent services are examined. The key positive aspects of integrating artificial
intelligence—such as personalized learning, improved efficiency of information processing, and enhanced
support for educational activities—are outlined. At the same time, challenges associated with the use of Al are
highlighted, including the risk of academic misconduct, reduced student autonomy, copyright issues, data
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security concerns, and the possibility of receiving unreliable information. The requirements of Ukrainian
legislation regarding academic integrity are analyzed, and the main types of violations that may arise from
the misuse of Al in education are identified. A set of measures is proposed to minimize these risks, including
oral assessments, in-class written work, practical and project-based tasks, and the development of academic
writing skills. The findings emphasize the need to create institutional policies regulating the use of artificial
intelligence to ensure transparency, fairness, and trust in the educational process. (183 words)

Keywords: artificial intelligence, educational process, academic integrity, digitalization, misconduct.

IlocTanoBka npodJjemu. O3HaKOIO Cy4acHOI OCBITH € CTPIMKE 3alpoBaKeHHS HU(POBOrO
IHCTpyMeHTapiro. 3100yBadi OCBITH BUKOPUCTOBYIOTh MEPEXKY IHTEPHET IS MOIIYKY 1H(opMairii,
XMapHi CepBICH, Cy4acHI MaKeTH MPHUKJIAJHUX MpOorpaM JUisi BUKOHAHHA KYpPCOBHUX IPOEKTIB Ta
KBaJi(iKaiitHux poOiT. B 3B’s3Ky 31 CTPIMKUM PO3BUTKOM TEXHOJOT1H IITYYHOTO IHTEJIEKTY ITOCTAE
NUTAHHS 111010 BUKOPHCTAaHHS HOBUX MOXJIMBOCTEH JIJIs1 BAKOHAHHS 3aBJIaHb OCBITHBOTO IIpOIIeCy U
JOTPUMAHHS MPH [HOMY aKaJEMiuHOI JOOPOYECHOCTI 3400yBayaMH OCBITH, II0 BUMArae Jit0uuii
«3aKOH IPO OCBITY».

ToMy BU3HAUEHHS MOITUKH BUKOPUCTAHHS TEXHOJIOT1H IITYYHOTO IHTEJIEKTY Ta TOTPUMAaHHS
aKaJIeMiYHOi1 JOOPOUECHOCTI B 3aKjaJaX OCBITH € HaraJIbHOK MPOOJIEMOIO.

AHaJi3 ocTaHHiX AociailkeHb Ta nyoOaikauiil. [Tutanns axagemiuHoi 1oOpOYECHOCTI B
OCTaHHI POKH PO3IIIANAI0TECA B mybmikamisx A.€. Aptioxosa, I. O. JlertsaproBoi , A.M. Kynima [1,
2] Ta iHmWMX MocHiAHUKIB. [IMTaHHS BUKOPUCTAHHS TEXHOJIOTIH INTYYHOTO IHTENEKTY B OCBITI
po3risHyTi B poboTax .M. Bizniok [3], O. I'punienuyk [4], O. [TanyxHuK [5] Ta IHITUX TOCIITHUKIB
SK B YKpaiHi, Tak W 3a KopjaoHOM [6]. HaraapHuM € THUTaHHS JOTPUMAHHS aKaJIeMiqHOI
JI0OpOYECHOCTI 3100yBauaMy OCBITH IPH BUKOPUCTAHHI IITYYHOTO 1HTEJICKTY.

MeTo0 poGOTH € JOCIIIKEHHS BIUTUBY TEXHOJIOTIH INTYYHOTO iHTEJEKTY B OCBITHBOMY
MpoIIeCi Ha TOTPUMaHHS aKaJaeMIdyHO1 JOOPOUYECHOCTI.

Buxiiagennsi ocHoBHOro marepiaiay. BinnmoBigHo no 3akony Ykpainu «IIpo ocBity»,
aKajgeMiuHa JI0OpOYECHICTh € CYKYIHICTIO €THMYHUX NPUHIUIIB 1 BU3HAYEHUX MPABUJ, SKUMHU
MOBMHHI KEpYBaTHCsl YYaCHUKHM OCBITHHOI'O HpoOIeCy JAjs 3a0e3NeueHHs JOBIpU 10 pe3yJbTaTiB
HaBYaHHS a00 HayKOBUX UM TBOPUHUX JIOCSTHEHB [7].

OCHOBHMMH MOPYIIEHHSMHU aKaJeMIYHOI JOOPOYECHOCTI 3a IIUM 3aKOHOM € TaKi:

1) nnariat — npucBOEeHHS 1]1€i @00 TBEPKEHb 1HILOI JIIOJUHU 0€3 MOCHJIaHHS Ha HET;

2) cnucyBaHHSI — BUKOPUCTAHHS 30BHIIIHBOI JOMOMOTH 0€3 J03BOJly a00 BU3HAHHS
BUKOPUCTAHHS Ii€] TOTIOMOT'H;

3) pabpukanist — ¢anbcudikaiis iHPopmallii, sika OB’ sI3aHa 3 aKaJeMIYHUM MTPOLECOM;

4) danbcudikarlis — cBizioMa 3MiHa HASBHUX JaHUX, sIKi MTOB’S3aHi 13 IPOIIECOM OCBITH YU
HaAYyKH;

5) oOMaH — HaJgaHHS HENOCTOBIPHOI 1H(pOpMallli IpO BIACHY HAayKOBY abO OCBITHIO
JISIBHICTE;

6) He0O €KTUBHE OI[IHIOBAHHS — IIE€BHE 3aHMKEHHS a00 3aBUILEHHS PE3yJIbTaTIB HaBYaHHS
3100yBadiB OCBITH [7].

VY cydacHOMYy CBITI cHocTepiraioTh Jeaaii Oinbine (OpMYBaHHS €IWHOTO HAayKOBO-
OCBITHBOTO TMPOCTOPY, IO 0a3yeThcs Ha TOCTIHHO OHOBIIOBAaHMX 3aco0ax KOMYHIKalii Ta
iHpopManiifHuX TexHojorii. OpraHizamis HaBYaJIBHUX MPOTpaM Pi3HOTO PIBHS y JUCTaHLIWHIN
dopmi HaBUaHHS TaKOX CTa€ JeAall MOUIMpEHilmoo. B ocBiTHROMY mpolieci mopa3 dyacrilie
BUKOPHUCTOBYIOTh 1H(OpMAaIiiiHI W KOMYHIKATHBHI TEXHOJIOTIi, 110 3HAYHO BIUIMBAE Ha TEMI
OTpUMaHHS MOTPIOHOT iHGOpMAIIiT 1 3MIHIOE XapaKTep HaBYaHHS Ha OUTBII IHTEPAKTHBHUN.
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TexHomnoriunuii noreHmian iHGOpMAaLifHO-KOMYHIKATUBHOTO TPOCTOPY PO3TIISAIOTH K
OCHOBHHMIA HampsiM PO3BHUTKY BCIX raiy3eil JIOACHKOI AiSIIBHOCTI, 30KpeMa i OCBITH. Y CydacHOMY
CBITI JIFOJICTBO Jie/Iajli OLIbIIE CTa€ 3aJICKHUM Bl TOTOBUX MPOAYKTIB INITYYHOTO iHTENeKTY. [Ipssmmii
BIUIMB IITYYHUI 1HTEIEKT Ma€ 1 Ha akaJgeMiuHy g100podecHicTs [8].

Cepen MO3UTHBHUX ACMIEKTIB BUKOPUCTAHHS IITYYHOTO 1HTEICKTY CJIiJI BII3HAYUTH HACTYITHI:

- MOKJIUBICTh peai3amii 1HIWBIAyaJIbHOI TPAEKTOpii HaBYAaHHS JUIs 37100yBadiB OCBITH 3
BpaxyBaHHSIM iX PIBHS IiATOTOBKH;

- MArOTOBKA AHAIITHYHOTO OIJISIy MaTepialiB BIAMOBIAHO 10 3alUTy, CTBOPEHOTO
3n100yBaueM, 30KpeMa IpH BUKOHAHHI HAayKOBO-AOCHIJHHIBKOI pOOOTH, KYPCOBHX IPOEKTIB;
KBaJiiKaiitHux pooiT;

- MOXJIMBICTh CTBOPCHHS IHIWBIAYaTbHUX AaCHCTCHTIB Ta 4YarT-OOTIB JUIS TOJICTIICHHS
B3a€eMO/IIT 3 TIATPOPMOIO.

Kpim nepeBar, 10 Hajae BUKOPUCTaHHA TEXHOJIOTIH IITYYHOrO IHTENEKTY, ICHYIOTb M
po0eMH, 1110 OKU HE CIPUSIOTH SKICHOMY Ta CTablJIbHOMY iX 3aCTOCYBaHHIO:

- MUTaHHA KOH(IACHLIHHOCTI Ta Oe3neku naHux (icHye WMOBIpHICTH KiOepaTrak, 10 MOKe
CHPUYMHUTH BTPATY IHAUBIAYaIbHUX JAHUX YUYACHHUKIB OCBITHBOTO IPOIIECY);

- 3HIDKEHHSI KOTHITUBHUX 37i0HOCTEH SIK cepen 3700yBadiB OCBITH (CHOZIBaHHS 3HAWUTH
BIZIMOBIb y 4aT-00Ta 0€3 caMOCTIHOTO MOUIYKY MaTepiaiy), Tak i cepes BUKJIanaviB (CTBOPEHHS
HABYAIBHOTO KOHTEHTY MEPEKIAAA€ThCS Ha IITYYHUH 1HTEIEKT — KOHCIIEKTIB, TECTIB);

- PU3UK HAJMIPHOTO MOBCSKIEHHOTO BUKOPHCTAHHSA TEXHOJIOTIN (IUTYYHHUI IHTENEKT CIiJl
PO3IIIAIaTH JIMIIE K JOTIOBHEHHS 0 HABYAJIBHUX MaTepialliB, po3po0JeHUX BUKJIAaueM);

- BIACYTHICTh MOCHJIAHHS Ha Jikepena iH(opmaiii (BUHHKaIOTh MPOOIEMH aKaaeMi4HOi
JI0OPOYECHOCTI);

- yIIepeKeHHS B JaHUX Ta aJTOPUTMaXx;

- 3a31XaHHS Ha aBTOPCHKE MPaBo (0COOIMBO MPH aHANI31 HAYKOBO-TEXHIYHOT iH(popMaItii mpu
MITOTOBII JIITEPaTypHUX OIJISI/IIB B HAYKOBUX poOOTaX);

- pU3MK OTpPUMaHHS HemnpaBauBOi 1HQOpMalii (Tak 3BaHa «ralIOLIHALIA» MITYYHOIO
IHTENEKTY); 3TeHepOBaHy IITYYHUM IHTEJIEKTOM iH(opMariito 000B’A3K0BO Tpeba MepeBipsATH uepes
MOKJIMBI TOMMWJIKK (HEAOCTOBIpHI BHUXINHI JaHi, 3acTapiil JaHi; HeMpaBWIbHA METOAMKA
PO3paxyHKiB # T.iH.);

- IaXpaiicTBO B HaBYaHHI (Marepian, CTBOPEHMH INITYYHHM IHTEJIEKTOM, IOJA€THCS
3100yBaueM OCBITH SIK BIACHOPYY CTBOPEHHUH /7151 OTPUMAaHHS MO3UTUBHOI OI[IHKH BiJl BUKJIa1ay4a).

BuxopucTtanHs IITYy4yHOro IHTEJEKTY JUIsl TeHEpyBaHHS TEKCTIB 0O€3 MOCWIaHHS Ha
nepuiopkepena ado 3a3HavyeHHS HENOCTOBIPHUX JDKEpPEN MOXKE TPAaKTyBaTHCS SIK Iulariat, o
CYINEpPEUNTh BUIE3raJaHOMY «3aKOHY MPO OCBITY». [locTayanbHUKYU MOCIYT 13 BUSABIEHHS IUIariaTy
B HAyKOBUX poOOTaX y:ke po3pOoOHIH MEeBHI MIPOrpamMu Jijisi IEPEBIPKU TEKCTIB, skumu € GPTZero, Al
Writing Check, CrossPlag, OpenAl. Yci 1i iHCTpyMeHTH 0a3ylOThCsl HA BUKOPUCTAHHI IITYYHOT'O
IHTEJIEKTY, 10 Ja€ MOKJIMBICTh PO3PI3HATH TEKCT, HAITMCAHUH JFOIMHOIO, Bia Hanucanoro LI [8].

«[amtoriHamishy MTYYHOTO IHTENEKTY MOXE MPU3BECTH O OTPUMAHHS HEMpPaBUIBHOL
iH(popMarii yepe3 3actapiii JaHi, HOMUWIKH B METO/AHMLI PO3PaxyHKiB, 1110 MOXe OyTH CBiZJoMO 0e3
NepeBipKU HaJaHO 3700yBaueM OCBITH K pe3yJbTaT BJIACHOI poOOTH (MOXKE TpPaKTyBaTHCS SK
danscudikamis, ¢adpukaris adbo ob6bman). Tomy 000B’A3KOBOI0O TIOBMHHA OyTH TIEpeBipKa
3r€HEPOBAHOTO MITYYHUM IHTEIEKTOM TEKCTY.

3axoaM, 0 MOXYTh OyTH BHKOPHUCTaHI JJIsl MOKpAIEHHS SKOCTI OCBITHBOTO MPOIECY B
BUIIA/IKY JI03BOJIEHOT'O BUKOPUCTAHHS IITYYHOTO 1HTEIEKTY, MOXKYTh OyTH HACTYITHUMHU:
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- HanMCaHHs MUCBMOBHUX POOIT B ayUTOPIi;

- CKJIQJIaHHS YCHHX €K3aMCHIB;

- po3poOka 3aBlaHb, IO CKJIQJHO BHKOHATH 3 BHKOPHCTAaHHSM IITYYHOTO
IHTEJIEKTY;

- BHKOHAHHs JIa0OpaTOpHUX pOOIT, MO MOTPEeOYIOTh EKCIIEPUMEHTAIBHUX JOCIIIKCHb
(HampukIaa B XiMmii, ¢i3uil, MexaHiIri);

- POEKTHI 3aBJaHHs (BUKOHAHHS PO3PaxyHKIB, BUKOHAHHS KpECICHb JETaJlied Ta BY3IIiB
MEXaHi3MIB Ta MAIllH).

BaxmBuM Takox € iHAMBiTyajdbHa poOOTa BUKJIAnaya 31 3700yBa4aMu OCBITH BCIX PiBHIB.
BukonaHHs TBOpUMX 3aBAaHb MOTpeOyBaTHMME KpPEAaTHBHOCTI, IO CKJIAJHO BHKOHATH 3
BUKOPUCTAHHSAM TEXHOJOT1H MITYYHOTO IHTENEKTY.

Takox B paMKax HaBYaJILHOTO MPOIECY HEOOXITHO CTBOPIOBATH OCBITHE CEPEIOBUIIIE, IO
Oylie CpHsTH aKaJAeMIvHIN T0OpOYECHOCTI, 30KpeMa 3alpoBa/PKCHHIO B OCBITHIO TIPOTPaMy KypCy
«AKaJeMIuHE THCHEMOY.

BUCHOBKMN.

CporoniHi po3BUTOK iH(POPMALIHHUX TEXHOJIOTIH, 30KpeMa TEXHOJIOTIH ITYYHOTO 1HTEJIEKTY,
BUMArae Meperisay TPaaulifHUX MiJXOMIB B OCBITHBOMY TNporeci. BaXIMBUM NHTaHHSIM CTae
(dbopMyBaHHS OCBITHBOTO CEPEIOBUINA, IO Oy/I€ MOETHYBATH BUKOPUCTAHHS IITYYHOTO IHTEJIEKTY Ta
JOTPUMAHHS aKaJeMIdHOT JOOpOoYeCcHOCTI 3700yBadyamMu ocBiTH. HaramsHUM € po3poOka B 3aKiagax
BUIOI OCBITM HOPMATHBHOI JOKyMEHTalii II0J0 BHKOPHUCTAHHS IITYYHOTO IHTEJEKTy Ta
JOTPUMAHHS aKaJIeMIvyHOI T0OPOYECHOCTI.
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Tepnonins, Ykpaina).

ETUYHI BUKJIMKHU TA PU3UKU BUKOPUCTAHHSA TEHEPATUBHOI'O Al B
AKAJEMIYHOMY CEPEJOBHMIILI.

Anomauia. Y cmammi po32niHymo cyyachi emudti 6UKIUKU, WO BUHUKAIOMb ) 36 SI3KY 3 IHMEHCUBHUM
BUKOPUCMAHHAM — 2EHEePAMUBHUX MOOelel WMYYHO20 I[HMeNeKmy 6 aKAOeMIiUHOMY  Cepedosulli.
Ilpoananizogano eniue GeruKux MOBHUX MoOejleli HA HABYANbHULL Npoyec, HAYKOBI OO0CHIONCEHHs 1
aoMminicmpamusHy JisibHiCmb 3axka1adie euwoi oceimu. Ilokazano, wo wupoke 3acmocy8ants 2eHepPamueHo20
Al cynposodoicyemovess  HU3KOIO  pUBUKIG:  POSMUBAHHAM — AGMOPCMEd, NOPYUEHHAM  AKAOEeMIYHOT
000pouecHOCmi, AN2OPUMMINHOIW — YNEPeOd’CeHICMIo, NOSBOK) HEKOPeKMHUX abo 6Uu2a0anux OaHux,
nepeodymosamu OJist MAHINYIAYIU pe3yIbmamamu HA84UaHHs, HEPIBHICMIO 00CMYNY 00 MEXHONO02IU i 3a2po3amu
01 NPUBAMHOCTNI KOPUCIYBAYi8. Y3a2anbHeHo pe3yIbmamu CyYacHux OO0CTiOdNCeHb, Wo dopMyIomy
meopemuyHi OCHO8U emuyHo2o eukopucmanusa LI 3anpononosano cmpykmyposany mooeib emudHux
PUBUKIB, KA OeMOHCMPYE CUCMEMHULL Xapakmep iX 83aemo36’s3Ky. Hagsedeno pexomeroayii wo0o noaimux
8I0N06I0AILHO20 6NPoBaddicents cenepamusnozo Al y euwitl oceimi, 30kpema y uacmuHi hopmy8aHHs NPAGUL
YUMy8auHs, opeaHizayii oYiHI8aHHs, MpaHchopmayii HABYANbHUX 3A60aHb MA PO36UMK)Y Kpumuuro2o Al-
MmucneHHs y cmyoewmis. Pesynbmamu  00CaiodceHHs  niOmeepoNcyromb  HeoOXiOHicmb — po3pOOKU
IHcmumyyitinoi HopmamueHoi 6a3u ma @QopmyeaHHs Kyibmypu yu@dposoi emuku Oas 3a0e3neyeHHs.
npPO30pOCHi, YeCHOCMI Ma CMIUKOCME AKAOEMIUHO20 cepedosuyd.

Kntouosi cnoea: cemepamusnuil Al, axademiuna OobpouecHicmv, emuuHi pusuKy, WMYYHUL
iHmenexkm, oceima, 6eauKi MOGHI MOOeII.

Abstract. The article examines the ethical challenges arising from the rapid integration of generative
artificial intelligence models into the academic environment. The impact of large language models on the
educational process, research activities and administrative workflows in higher education institutions is
analyzed. The study shows that the use of generative Al introduces a range of risks, including authorship
uncertainty, academic integrity violations, algorithmic bias, the generation of inaccurate or fabricated
content, the possibility of manipulating learning outcomes, unequal access to Al technologies and threats to
user privacy. Recent scientific publications forming the theoretical foundations of Al ethics are summarized.
A structured model of ethical risks is proposed, revealing their systemic, interconnected nature.
Recommendations for responsible adoption of generative Al in higher education are provided, including
guidelines for citation, assessment procedures, transformation of learning activities, and the development of
critical Al literacy among students. The findings highlight the need for institutional policy frameworks and a
culture of digital ethics to ensure transparency, fairness, and sustainability within the academic community.

Keywords: generative Al, academic integrity, ethical risks, artificial intelligence, higher education,
large language models.

ITocTanoBka npodaemu.

ITyynnii iHTENEKT BXKE CTaB IHCTPYMEHTOM ITOBCSKICHHOT HABUAIBHOI Ta JOCITIIHUIBKOT
JISIIBHOCTI. 30KpeMa, TeHEepaTUBHI MOJIEN1 3aTHI CTBOPIOBATH TEKCT, 300pa)KEHHs, KOJU TIPorpam,
aHAJTUYHI 3BITH, a TaKOX INPONOHYBAaTH IEPCOHANI30BaHI HaBYalbHI pekomeHpjaumii. Ilompu
OYEBHJIHI IEpeBarv, TakKi CUCTEMU CTBOPIOIOTh HM3KY KPUTHYHO BaXJIMBHUX BUKIMKIB IS
aKaJeMI4HOl 100pOUYECHOCTI Ta €TUYHOTO (PYHKIIOHYBaHHS OCBITHIX yCTaHOB. BuHukae norpeba y
KOMIUIEKCHOMY JOCIIKEHH1 pU3HKIB, MEXaHI13MIB 1X MiHIMI3awii i popMyBaHHI HOBUX CTaHAAPTIB
aKaJeMIYHOI €TUKH.

CrpiMKe MPOHUKHEHHS T€HEPATUBHOTO IITYYHOI'O IHTEJIEKTY B aKaJeMiuHUI HpOCTip CTaJo
OJIHUM 3 HallOOMIOUIIINX BUKIIMKIB CY4acHOI OCBITHBOI Ta HayKOBOI CHCTEMH. TeXHOJOrIi, Taki sK
BEJIMKI MOBHI MO/IENI, 37JaTHI CTBOPIOBATH KOPEKTHUH 3a (POPMOIO Ta 3MICTOBHMI 32 BUIJISIIOM TEKCT,
MPOrpaMHUM KOJI, HAYKOBI BUKIIQJKH Ta 1HIII TUIU aKaJeMiYHOTO KOHTEHTY, 110 CTaBUTh i CyMHIB
TpaauLiiiHI GyHAAMEHTH aKaJeMIYHOl TisSUIbHOCTI, SIKi IPYHTYIOTHCSI HA aBTOPCTB1, OPUTiHAIBHOCTI
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Ta KPUTUYHOMY ocMHCIeHHI iH(opmarii. [Ipobiema nomnsirae He B caMoMy (akTi iCHYBaHHS IHX
TEXHOJIOT1H, a Y BIICYTHOCTI KOMIUICKCHOTO Ta aJalTOBAaHOTO 10 HOBUX peajiii po3yMiHHS €THYHUX
HOPM, 1110 PETYIIOI0Th iX BUKOPUCTAaHHs. AKaJIeMiuHI IHCTUTYIII1, ChOpPMOBaHi B JOKpU30BY ITU(DPOBY
€rnoXy, ONUHIJINCS B CTaHI KOHLENTYaJbHOI Ta MPOIEIYypHOI HEMiJrOTOBICHOCTI 10 BHUPIIICHHS
HU3KU TOCTPHX JIUJIEM.

s npobnema mae Oe3mocepeAHili 3B'I30K 13 BUPIMICHHSAM KIOYOBHUX HAYKOBUX Ta
MPAKTUYHUX 3aBAaHb. 3 HAYKOBOi TOYKM 3PEHUS, BUKJIMKAE 3aHETIOKOEHHS JEBalibBallil MOHSTTA
IHTEJIEKTYalIbHOI BIIACHOCTI Ta aBTOPChKOro BHecKy. Komnu pe3yiabTat poOoTH anroputMy Moxe 0yTu
NPEJCTAaBICHUN K PE3yJbTAaT IHTEIEKTYaIbHOTO 3YCHIUIA JIIOAMHU, PO3MHUBAIOTHCA CaMi MiJICTaBU
HAYKOBOT'O KOMYHIKYBaHHSI, IO IPYHTY€ETHCS HA BCTAHOBJICHHI aBTOPCTBA, IUTYBaHHI Ta KpuTuili. Lle
CTBOPIOE 3arpo3y [Uisl MPOLIECY HAKOMWYEHHsS 3HaHb, OCKUIBKH CTa€ HEMOXIIMBO BIACTEKUTH
CIIPABKHE JKEPEIO 1€l Ta OLIHUTH BHECOK KOHKPETHOTO OCiiqHIKa. BuHukae pu3uk hopMyBaHHS
«EKOCHCTEMH HaIiBaBTOHOMHOTO 3HAHHS», JI¢ JIOJMHA Ta aIrOPUTM HACTUIBKH TiICHO MEeperieTe i,
10 BTPAYAETHCSI KPUTEPiil HAYKOBOI IOCTOBIPHOCTI Ta BiJAMOBINaTBHOCTI.

3 npakTHUYHOI TOYKU 30py, Mpobiema Oe3mocepeHbO BIUIMBAE Ha SIKICTh OCBITH Ta
miarotToBku (axiBiiB. DyHIAaMEHTAIbHUM 3aBJAHHSM BHILNOI HIKOJIU € PO3BUTOK y CTYIEHTIB
KPUTUYHOTO MUCIICHHSI, 31I0HOCTEH 10 aHaji3y, CHHTE3y Ta HE3aJIC)KHOTO CTBOPCHHS HOBUX 3HAHb.
[TacuBHe ab60 HepedIeKCHBHE BUKOPHCTAaHHS reHepaTHBHOTO Al, cipsMoBaHe JIe Ha OTPUMaHHS
TOTOBOTO pe3yibTary, Bele A0 aTpodii MUX KIOYOBUX KOTHITUBHUX HABMYOK. 3aMiCTh HaBYAHHS
MUCJIUTH, CTYJICHT PU3UKYE HABUUTHUCA JUIIEe ePeKTUBHO (HOPMYIIOBATH 3alUTH 10 cucteMu. Lle
CTBOPIOE CYCHUIBHY 3arpo3y BHITYCKY (axiBI[iB, sKi BOJIOJIIOTh TOBEPXHEBUMHU 3HAHHSIMU,
c(OpPMOBaHUMH AITOPUTMOM, aJie HE MAIOTh TIIMOMHHOTO PO3yMIHHS MPEAMETHOI 00JIaCTi.

Kpim Toro, mpoGiema Mae BUPaKCHHH COIialbHO-€KOHOMIYHMMA acIeKT, MOB'SI3aHUM 13
3aBlaHHSAM 3a0€3MeYeHHs] PIBHOTO JOCTYyMy [0 SKICHOI OCBITHU. BUKOpPHCTaHHA TOTYXHUX
TeHEePaTUBHUX MOJIENICH 9acTO € TUIATHUM, IO CTBOPIOE YMOBH JJISi HOBOi ()OPMH HEPIBHOCTI.
CryneHtn, ski MawoTh (DIHAHCOBY MOXKIIMBICTh KOPHCTYBATHUCS MEPEIOBUMH KOMEPIIHHUMHI
IHCTpYMEHTaMH, OTPUMYIOTh HECIIPABEIMBY NIEpeBary HajJ TUMHU, XTO OOMEXEHUI OE3KOIITOBHUMU
Ta MEHII MOTYXHUMHU aHaioramu. Lle He TiIbKU MopylIye NMPUHLMIT aKaJIeMIuHOi CIpaBeAIUBOCTI,
ane W mornuOmoe icHyrouuil 1upoBUH pO3pUB, TpaHCPOPMYIOUM HOTO B PO3PUB OCBITHIX
MO>KJIIBOCTEH.

TakuMm 4yMHOM, MOCTaHOBKA MpPOOJIEMM €TUYHUX BMKIMKIB reHepaTuBHOro Al B akajemii
BUXOJMThH JAJIEKO 3a MEXI NMUTaHHS MPO Te, <K BUKPUTH Iulariat». BoHa mepeTBOproeTbcs Ha
KOMIUJIEKCHE CTpaTeriuHe 3aBJIaHHs, 1110 MOTpeOye MepeOoCMUCICHHS IT1JIei OCBITH, aanTallii METOIiB
HaBYaHHS Ta OIL[IHIOBAHHSA, PO3pOOKM HOBHMX ETHYHMX KOJEKCIB 1 IpaBOBUX HOpM. Bin Moro
BUPILICHHS 3aJIKUTh 3/IaTHICTh aKaJIeMIuHOi CHIUIBHOTH 30€perTd CBOK pPOJb SIK I'eHeparopa
JIOCTOBIPHUX 3HaHb 1 rapaHTa sKICHOI MiArOTOBKM MaiOyTHIX MOKOJIHb Y YMOBaX TEXHOJIOT1YHOT
PpeBOIONI].

AHaJi3 ocTaHHiX myOJikamii.

[Ipobnema eTHMYHUX BUKJIMKIB TE€HEPAaTHMBHOIO IITYYHOTO IHTEJNEKTY B aKaJeMIYHOMY
CepeIoBUIl aKTHBHO JIOCIHIKYEThCSl B HAYKOBiH JiTepaTypi HNpOTATOM OCTaHHIX POKiB. AHali3
OCTaHHIX MyOiKalii JO3BOJIIE BHOKPEMHTH KITbKa KIIOYOBUX HAMpsSMiB, IO (GopMyrOTh
KOHIICTITyalbHY OCHOBY JUISI PO3YMIHHSI JAaHOT IIPOOIIEMH.

Ocranni gocmimkenns (Bender et al., 2021; Floridi & Chiriatti, 2020; UNESCO Al Ethics
Report, 2023) migkpecitoloTh HeOe3NeKy «pPO3MMBAHHS aBTOPCTBAa» Ta 3POCTAHHS 3alIeKHOCTI
CTyAEHTIB Bia aBrToMatu3oBaHux pimrens [1]. Jocmimkenns Else (2023) meMOHCTPYIOTH, IO
BUKJIaJ[aul CTUKAIOTHCS 3 TPYIHOIIIAMHU Y BUSIBJICHHI TEKCTIB, TOBHICTIO a00 YacTKOBO cTBOpeHUX Al,
110 CTaBHTh IIiJ] 3arpo3y sIKIiCTh oiiHoBaHHs [2]. Huska npans (Brynjolfsson, 2022; Marcus, 2023)
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HaroJIourye Ha mpo0seMi aIrOpuTMIUHOI yIepeIKEHOCT] Ta pU3MKaXx sl pIBHOCTI JOCTYITY 10 OCBITH
[3-6]. L1i mocmimKeHHS CTBOPIOIOTH 0a3y /IS IMOJANBIION0 aHAIi3y €THYHUX aCIEeKTiB BIPOBAKEHHS
resepatuBHoro Al.

3HauHUN BHECOK y TMOCTAHOBKY MpoOJieMH 3poOMIM MIKHApOIHI oprasizaiii. 30Kpema,
nomnoBinb UNESCO «Al in education: Change at the speed of learning» 3ano4arkyBana riiodanbHy
JUCKYCIIO IIIOJ0 PU3HKIB Ta MOXIHBOCTEH IITYYHOIO iHTEJIEeKTY B OCBiTi [7]. ¥V miii myOumikarii
aKIICHTOBAHO yBary Ha HeoOXiqHOCTI (hOpMYBaHHS JIFOACHKOIEHTPUYHOTO IMiAXO0AY, IO Iepeadoaydae
MPIOPUTET TMpaB JIFOJAWHH, 1HKIIO3UBHOCTI Ta IUIICHOCTI OCBITHROTO mpouecy. Lls poGora crana
KOHIIETITyalbHOIO OCHOBOIO Il 0ararbOX TNOAANBIINX JOCTI/KEHb, OCKUIBKM BIEpIIE Ha
MDKHApOAHOMY piBHI OyJ0 CHCTEMHO OKpPECICHO KOJNI3iI0 MiXK TEXHOJOTIYHHUM MpPOTpPeccoMm i
€TUYHHUMU I[IHHOCTSMHU OCBITH.

BaxxnuBy posib y BUBUEHHI NMHUTAHHS aKaAeMIYHOI JOOPOYECHOCTI BIiIIrpaiy mpari TaKux
nocniauukis, sk Capa Eneiin Iton [8]. ¥V cBoiii poboti «Academic integrity in the age of artificial
intelligence» BoHa MOKIAAHO MOCHIKYe TpaHC(HOpPMAIliI0 MOHATH IUIAriaTy Ta aBTOPCTBA. ITOH
apryMeHTye, 10 TPaauIiiHI IHCTPYMEHTH 3a0e3MmeueHHs] akaJIeMiqHOi 100pOUYeCHOCTI BUSBUIIUCS
Hee(EeKTUBHUMHU B YMOBAX, KOJIM TEKCT T€HEPYETHCS AITOPUTMIYHO, a HE 3aJTy4SHHSIM MPAMOi KOTii
YyKUX TeKCTiB. 11 i/1e1 1010 HeoOXiAHOCTI PO3POOKH HOBUX MOITHK, OPi€HTOBAHHUX HA MPOAKTUBHE
HaBYaHHS, a HE PENPECHUBHUH KOHTPOJIb, CTAHOBIATH OIHY 3 TEOPETHYHHX OCHOB JAHOTO
OCIIKEHHS.

Y KOHTEKCTI aHalli3y MeJaroriyHuX HaciAKiB pyHaamenTansHoo € crarts JIii I'enkiin «The
Al Classroom: Teaching and Learning in an Era of Artificial Intelligence» [9]. ABTOpKa perenbHO
aHaJi3ye, SIK TeHEPAaTUBHUM IITYYHUI 1HTENEKT BIUIMBA€ HA KOTHITUBHI HAaBUYKHU CTyIEHTiB. BoHa
JIOBOJUTH, 110 HEKOHTPOJIHOBAHE BUKOPUCTAHHS TEXHOJOTIi BEJE /10 «30BHIIIHBOTO BUBEICHHSD)
KPUTHYHOTO MHCIEHHS, KOJM CTYIEHTH JIENeTyI0Th aJrOpUTMYy HE JIMIIE PYTUHHI 3aBJaHHS, a i
0a30Bi omeparii 3 aHamizy Ta cuHTe3ly iH(opmamii. Llg myOmikaris craga BaXIUBHM KPOKOM Y
YCBIIOMJIEHHI TOT0, IIO 3arpo3a IMoJisArae He JIUIIE B OPYIICHH] paBuiL, ane i y GyHIaMeHTaIbHIN
3MiHI XapaKTepy HaBYaHHSI.

[TuTaHHs TexHIYHMX OOMEXEeHb Ta MOXJIUBOcTeH nerekuii Al-reHepoBaHOrO KOHTEHTY
BUCBITJICHI B jociimkenHi Beiina Xommca Ta iioro koiner «Ethical challenges of Al in education:
Examples and mitigation strategies» [10]. ABTopu HagarOTh KPUTUYHHUI OIJISA CydacHHX
IHCTPYMEHTIB JeTeKllii, BKa3yloul Ha IXHIO NMPUHLUIIOBY HEHAIINHHICTh uepe3 MIBUAKY E€BOJIOLIO
MOBHHUX Mojefneil. BoHu nepmumu BUCYHYIH Te3y NMPOo 0e3NepCHeKTUBHICTh «TEXHOJIOTTUHOT TOHKU
030poeHb» MK po3poOHuMKamMu Al Ta TBOPUSAMH JETEKTOpIB, OOIPYHTYBaBIIM HEOOXITHICTh
NeAaroriyHuX, a He TEXHOKPATUYHUX PIIIEHb.

BuszHauanpHUM JUIsI PO3YMiHHS COIIATbHO-€KOHOMIYHOTO BUMIipy mpobiemu € 3BiT OECP
«Al and the Future of Skills» [11]. ¥ HboMy AeTaNbHO MPOAHATI30BAHO, SIK TEXHOJOTII MTYYHOTO
IHTEJIEKTY MOXKYTh NOIIMOWTH HEpPIBHICTH 4epe3 HepiBHOMIpHUM gpoctyn. Lsg myOumikaris
3armovaTKyBajia JHCKYCII0 MpO Te, IO eTWYHa ImpolsiieMa HE OOMEKYEThCS paMKaMH OKPEeMOl
HaBYaJIbHOT ayTUTOPIi, a IEPETBOPIOETHCS HA MAKPOEKOHOMIUHHUH Ta COLlIabHUN BUKITUK [ BCbOTO
CYCILIBCTBA.

Takum yrHOM, aHANI3 OCTAaHHIX MyOJIKAIii CBITYUTH PO (POPMYBaHHS KOHCEHCYCY MO0
KOMILIEKCHOTO XapakTepy npooiemu. CydacHa HayKOBa JyMKa CIIUPAETHCS HA PO3YMIHHS TOTO, 1110
€TUYHI BUKIMKH TeHepaTUBHOTO Al € CHUCTeMHHMH 1 BHMAararmTh IOE€JHAHHS IHCTHTYIINHUX,
NEearoriyHuX Ta KyJIbTYpHUX IMIJXOJMIB, @ HE TEXHIYHMX BHIpaBiieHb. Lli poOOTH CTaHOBIATH
CMHCJIOBY OCHOBY JIJISl TIOJTAJTBIIIOTO BJIACHOTO JIOCIIDKECHHS, 3a/Ial0YH HOTO TEOPETUYHHUN BEKTOD i
OOTPYHTOBYIOUH aKTyaJIbHICTh 0OpaHOT TEMH.
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IlinkpeceHHs HeBUPilIEHUX YACTHH MPOOJIEMH.

HesBakatoun Ha akTHMBHE OOTOBOpPEHHS €THMYHUX ACIEKTIB BUKOPUCTAHHS T€HEPATUBHOIO
HNITYYHOTO 1HTEJEKTY B akaJeMii, HHM3Ka KPUTUYHUX NUTaHb 3aJIHMIIAETHCS HEIOCTATHHO
JOCTIPKEHOI0 Ta OTpedye HayKOBOi po3poOKHU. ICHYIOUI JOCHTIKEHHS YacTO HOCATh 3arallbHUN
XapakTep, OMUCYIOYM MPOOJEeMH, ajle He MPOMOHYIOYM KOHKPETHHX MEXaHi3MiB iX MOJOJaHHSA B
yMOBax ykpaiHcbkoi BuIoi mkoiu. Came Ha UUX HEBHUPINICHUX acHeKTaX 30cepelkeHa JlaHa
myOJTiKartis.

[To-mepire, 3amuIIAETBCA  BIAKPUTHM  TUTaHHS  ONEpaIlioHami3amii  akaJeMidHOi
J0OpOYECHOCTI B HOBUX YMOBaXx. SIKII0 3a60poHa BUKOPUCTAHHS IITYYHOTO IHTEJIEKTY BUSBIISETHCS
Hee(EeKTHBHOIO, a I[IOBHAa CBOOOJAAa — HENPUHHATHOIO, TO TIIOCTae MpobiieMa CTBOPEHHS
nudepeniiioBanoro maxoay. HeoOXigHO 4iTKO BU3ZHAYMTH, JJIs SKUX THIIB HABYAIbHHUX 3aBIaHb
BUKOPHUCTAHHSA TIeHepaTUBHOrO Al € JIErITUMHUM JOMOMDKHUM I1HCTPYMEHTOM, a JUIsl SIKHX —
HEMPUIHATHUM 3aMIHHUKOM BJIACHOTO MHCJIeHHA. Hanpukiaz, yi MojkHa BUKOPUCTOBYBATH Al st
HOLIYKY i/1ei a00 CTPYKTypyBaHHS TEKCTY, 1 SIK L1€ BIAPI3HUTH BiJ MPSIMOTO HamucaHus podootu? Ls
nyOmiKaIliss MPUCBSIYYETbCS PO3POOI TaKMX KPUTEPIiB PO3MEXKYBAHHS, IO € KIIOYOBUM JUIS
dbopMyBaHHS CIIpaBEJIMBOI OLIIHKH.

[To-gpyre, HEAOCTATHRO BUBYEHOIO € MpobiieMa (popMyBaHHS HOBHX HABHYOK, HEOOXITHHX
JUTS €THYHOI Ta eeKTHBHOT B3aeMOJIi1 3 TexHoJorier0. MoBa e He nuie npo «Al-rpaMOTHICTEY y
TEXHIYHOMY pO3yMiHHI, ajle¢ W MPO PO3BUTOK KPUTUYHOTO «Al-ckenTHIM3My» — 3HaTHOCTI
OIIIHIOBAaTH JIOCTOBIPHICTh, 00'€KTUBHICTh Ta OOMEKEHHSI 3reHepOBaHOro0 KOHTeHTY. [laHa craTTs
30CepeKY€ETHCS Ha aHaJi31 THX KOHKPETHUX KOMIIETEHTHOCTEH, SIKi TOBUHEH COPMYBATH BUKJIA1a4
y CTyAeHTa, m00 TOW MIr BUKOPUCTOBYBAaTH Al SK IHCTPYMEHT PO3BHUTKY, a HE SIK KOCTHIIb JJIs
IHTENEeKTYalbHOI HEMPale3/1aTHOCTI.

[To-TpeTe, MpakTUYHO 1032 YBAroko JIOCHITHUKIB 3aJUIIAE€THCS IHCTUTYUIHHHUHA pIBEHb
npobnemu. Sk MaroTh OyTH OpraHi3oBaHi BHYTPIIIHI IPOIECH YHIBEPCHUTETY — BiJ pO3pOOKH
HaBYAJIBHUX MPOTPaM A0 POOOTH ITUCIHMITTIHAPHUX KOMICI — JUIs aganTaiii 40 HOBOI peabHOCTi?
BificyTHICTh YITKMX BHYTPIIIHIX MOJITHK, MPOIEIyp Ta CTAHJAPTIB IUTYBAaHHS POOIT, CTBOPEHHX 32
yuacTio Al, cTBOprO€ IpaBoOBHii BakyyM, /i€ SIK CTYACHTH, TaK 1 BUKJIa/1adi AiF0Th Ha BJIACHUHN PO3CY/I.
[ myOumikarisi IpUCBSYYETHCS aHAJI3Y caMe LIbOT0, IHCTUTYIIITHOTO, aCIIEKTY, IPOIIOHYIOUN PAMKHU
JUISL pO3POOKHU BHYTPIIIHIX HOPMATUBHUX JJOKYMEHTIB.

Hapemri, maiike He MOCHIIPKEHHUM € TICUXOJOTIYHMM Ta MOpalbHUN BHUMIp BIUIUBY
reHepatuBHoro Al Ha Bukiagaya. Iloctae nutaHHs npo mpodeciiHe BUTOpPaHHS B YMOBAaxX, KOJIU
TPaAMIliiHI METOAU OIlHKK 3HaHb BTPadyalOTh €()EKTHUBHICTh, a TAKOX IMPO ETHYHY ITUIEMY
MOCTIHHOTO TII03pU IIOJI0 AaBTOPCTBA CTYACHTChKUX poOiT. Lls crtaTTs 3Bepraerbes a0 i€l
HEBHUPILIEHOT YaCTMHU NpoOJjeMH, BUCBITIIOIOUM BaXKIMBICTH ()OPMYBaHHS HOBOI MeIaroriqyHoi
€THKH Ta MITPUMKH BUKJIaJauiB y Mpoleci Tpanchopmaitii.

Takum unHOM, naHa myOsiKalis 30Cepe/PKeHa Ha HaWMEHII JTOCHIKEHHUX, ajleé KPUTUYHO
BaXUIMBHX acIleKTax: po3pooii rudepeHiiioBaHux KpuTepiiB BUKopucTanus Al, popmMyBaHHI HOBUX
HaBUYOK KPUTHYHOIO CIPHUUHATTS, CTBOPEHHI IHCTUTYLIMHHUX MEXaHI3MiB pEryJlOBaHHS Ta
MOJI0JIAHHI TICUXOJIOTTYHUX HACTIAKIB U aKaJeMiqHOi CHiIbHOTH. BupillieHHs caMe IUX 3aBJaHb
JTI0O3BOJIUTh TIEPEUTH BiJ KOHCTATallli PU3HMKIB 0 MOOYIOBU >KUTTE3TATHOI MOJENTI aKaJaeMIdHOL
JISTBHOCTI B €MI0XY IITYYHOTO 1HTEIEKTY.

Meta po00oTH Ta IOCTAHOBKA 3aBIaHb.

["0J10BHOIO METOIO JJAHOTO AOCIIHKEHHS € PO3po0Ka LITICHOTO KOHIIETITYyalIbHOTO MiAXO01Y 10
MiHIMI3allil eTHYHUX PU3HKIB, TOB'I3aHUX 13 BAKOPUCTAHHSIM I€HEPAaTUBHOTO IITYYHOTO 1HTEIEKTY B
aKaJeMIYHOMY CEpEeOBHII, 3 OpIEHTALI€I0 Ha YKPAiHCHKUI OCBITHIN KOHTEKCT. IcHyroui pobotu
YacTille OKPECIIOITh MpoOJIeMHe IMoJe, HiK MPONOHYIOTh CTPYKTYpPOBAHI HUISXH ii BUPILICHHS,
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a/IalITOBaH1 J0 pPEeaIbHUX YMOB BHUIIMX HABUAIbHUX 3aKJadiB. TakuM UMHOM, JlaHA CTATTs MparHe
3aMOBHUTH 1[I0 TPOTAIMHY, 30CEPEAMBIINCH HE JIMINE Ha JIarHOCTHUIN, ajié W Ha CTBOPEHHI
MPAKTUYHOT PaMKH TS JTii.

Jlnsi TOCATHEHHS 3asBJICHOT METH B POOOTI BHUPIMIYIOTHCS HACTYIHI KIIIOYOBI 3aBJaHHS.
[lepiie 3aBaanHs MOJISATAE y CHCTEMATH3allil Ta MOTIMOICHOMY aHalli31 OCHOBHUX KaTEeTopiil eTHUHUX
PU3HKIB, 3 IKUMH CTUKAIOThCS Y€1 YUaCHUKH OCBITHBOTO ITpoliecy. Lle nepenbauae He MpOCTO Mepesik
3arpo3, a BUSIBJICHHS IXHbOI B3a€MO3B'A3KY Ta KyMYJISTUBHOIO €(EeKTY, 1110 IPU3BOJUTH JI0 CHCTEMHOT
IeBajbBallli akaJIeMIYHNX [[IHHOCTEN.

Jlpyre 3aBiaHHs 30cepe/PKeHE Ha KPUTUYHOMY OLIIHIOBaHHI HassBHUX IHCTPYMEHTIB MPOTUAIL
HEraTUBHUM HacCIiJKaM, 30KpeMa METOIB TEXHIYHOTO AEeTeKTyBaHHS Al-reHepoBaHOrO0 KOHTEHTY.
AHaii3 iX 00MEXEeHb Ta BPa3JIMBOCTEH € HEOOXITHUM KPOKOM Il YCBIAOMIICHHSI HEe(EKTUBHOCTI
BHUKJIFOYHO 3alPETHO-KOHTPOJBHOTO TIAXOMy Ta OOIpyHTYBaHHS MOTpeOHM B OUIBII THYYKHX
pILICHHSX.

Tpete 3aBnaHHs crpsiMOBaHE HAa PO3POOKY KOHKPETHUX IMPOMO3MIINA MO0 TpaHCopmarii
HaBYaJIbHO-METOUYHOI POOOTH. Y MeKax IbOr0 3aBJIaHHs JOCHIKYEThCS, K caMe CJIil 3MIHIOBAaTH
METOAM HaBYaHHS Ta TUIM OLIHIOBAIbHUX 3aBJlaHb, 100 PO3BMBATU B CTYJCHTIB KPUTHYHE
MUCJICHHSI Ta BiJIOBiJAJIbHE CTaBJICHHS O BUKOPHCTAHHS TEXHOJIOTiH, mepeTBoproroun Al 3 3arposu
Ha IHCTPYMEHT PO3BUTKY.

UYerBepTe 3aBAaHHA MoJsArae y (GopMyBaHHI KOHTYPIB IHCTUTYIIHHOT TOMITUKY aKaJeMigyHOL
J0OPOYECHOCTI, sIKa BpaxoBYe MPUCYTHICTh reHepaTuBHOro Al. Ile nepeabavae mocTaHOBKY MUTAHHS
npo HEOOXiMHICTh CTBOPEHHS BHYTPIIMIHIX KOJEKCIB, TpaBWJI IHUTYBaHHS Ta BH3HAYCHHS
NPOIEyPHUX AaCIEKTiB, MI0 PEryIIOI0Th BHUKOPUCTAHHS TAKMX IHCTPYMEHTIB y HaBYaIbHIA Ta
HAYKOBIiH ISJIBHOCTI.

BupimeHHs 1ux 3aB1aHb y KOMIUIEKC] JO3BOJIUTD 1OCSTTH T'OJIOBHOI METH — 3aIIPOIIOHYBATH
aKaJeMIiYHIi CHUIBHOTI HE (parMeHTapHi MOpagd, a CUCTEeMHY MOJAETb Jid, IO TOEIHYE
NPEBEHTHBHY NENaroriky, oOIpyHTOBaHY IOJIITUKY Ta PO3BUTOK HOBHX HAaBHUYOK, CIPSIMOBAaHY Ha
30epeKeHHs1 eTUYHOTO Si/Ipa OCBITH B yMOBAaX TEXHOJIOITYHOI PEBOIIOLLI].

Buxax 0cHOBHOro Matepiajty X0CJiI>KeHHS.

[Teprmm eTarnomM HAIIOTO JOCIIIKEHHS CTala CHCTEMATHU3AIlsl OCHOBHUX KAaTEropid eTHYHUX
pHU3WKIB, IO BHUHHUKAIOTh BHACIIJOK BHKOPHCTaHHS TEHEPATHBHOTO IITYYHOTO IHTENEKTY B
aKaJeMidYHOMY cepeloBHII. AHali3 MOKa3aB, IO 1[I PU3HKH HE € 130JbOBAaHMMH SIBHIIAMH, a
YTBOPIOIOTh CKJIaJHY CUCTEMY B3a€MOIIOB'SI3aHUX 3arpo3, sIKi MOCHIIOIOTh OJHA OJHY, PU3BOJASUU
JI0 CUCTEMHOI AeBaIbLBAIlI] aKaAeMIYHUX [[IHHOCTEMN.

[{r0o B3aeMO3B's130k HAOYHO UTIOCTpYe PuUCyHOK 1, SKMU JAEMOHCTpPYE IUKIIYHY MPUPOIY
BIUIMBY €THYHUX pPH3MKIB. BHXiZHOIO TOUKOIO € 3arpo3a akaJeMiuHili J00podecHOCTi, 10
HPOSIBIISIETHCSL Y BUIJISI HOBOTO THIY IjariaTy, Koiu Al-reHepoBaHMI KOHTYp BHIA€ThCS 3a
BJIACHUH IHTENEeKTyallbHUI TponaykT. Lle mimpuBae camy OCHOBY HAayKOBOTO CHUIKYBaHHS, sSKa
IPYHTY€ETBCS Ha JIOBIp1 10 aBTOPCTBA Ta OpUriHanbHOCTI. HaciiakoM 1boro crae epo3isi HaBuaIbHUX
pe3ysbTaTiB, OCKIJIBKU CTYJIEHT, SIKUH JIeJeTye CTBOPEHHS 3MICTY aJrOpUTMY, YHHUKAE HEOOX1THUX
IHTENEeKTyalbHUX 3ycHiib. PopMabHe BUKOHAHHS 3aB/IaHHS 0€3 pealbHOro 3aCBOEHHS 3HaHb BeJle
10 atpo(ii KOTHITUBHUX HABHUYOK, 30KpeMa KPUTUYHOTO MUCJICHHS, aHaJli3y Ta CUHTE3Y 1H(opMallii.
Brpara nux ¢pyHIaMmeHTalIbHUX HABUYOK, Y CBOIO YEpPry, pOOUTH CTYAECHTA 1€ OUIBII 3aJI€KHUM BiJ
reHepatuBHOro Al Juis BUpIIIEHHS CKIIAJHUX 3aBJaHb, 3aMUKAIOYH TAKUM YHHOM MOPOYHE KOJIO.
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Mpobnema Giacy Ta
HepiBHOCTI

v

3arposa akagemivHin
f06poYecHoCTi

Al-nnariat

Eposis HaBYanbHMX

pe3ynbTaTis

ATpodifa KOrHiTUBHMX
HaBWYOK

MornvbneHa 3anexHicTb

Big Al

Pucynoxk 1. [{ukiigyaa Moenb B3a€MO3B'SI3KY KIFOYOBUX €TUYHUX PH3HMKIB T€HEPATUBHOTO
Al B akanemii

OKpeMOr0 KaTeropiero pu3uKiB, 10 MTOCKUITIOE BCI 1HIII, € TpodieMa 6iacy Ta HeIOCTOBIPHOCTI.
['enepaTuBHI MOJeli, HaBUEHI HA MACUBHUX JaHMX 3 [HTEpHETY, YCIaaKOBYIOTh Ta BiJTBOPIOIOTH
colliaibHI, KYJIbTYPHI Ta ICTOPUYHI YIEpeKeHHsI, IPUCYTHI B LUX AaHuX. Hanpukian, y BiAnoBiai
Ha 3alMT LI0JI0 ICTOPKU PO3BUTKY HAYKH MOJEIb MOXE CHCTEMAaTHYHO MEPEOLiHIOBATH BHECOK
JOCTIAHUKIB OJIHIET CTaTl YU KYyJIbTYpH, ITHOPYIOUM JOCSTHEHHs 1HmuMX. lle He nume nommproe
00'eKTMBHO HeNpaBAMBY 1H(OpMaLilo, ane H KOHCEpBYE IIKIIIMBI CTEPEOTHIH, IO CYNEPEUUTh
MPUHIIUMIIAM  aKaJeMigyHOi 00'€KTUBHOCTI Ta 1HKIIO3WBHOCTI. binmbm Toro, 3matuicte Al mo
"rajgronHaLii" — CTBOPEHHS MPaBIONOAI0HOI, ajie BUrajaHoi iHopMarlii, BKIIOUaroyy HEiCHYI04l
HAYyKOBI JKepesa, — CTaHOBUTH MPSAMY 3arpo3y AJis JOCTOBIPHOCTI HAYKOBUX JIOCIHIJKEHb.

ComianbHO-eKOHOMIYHUIM BHMIp TNpOOJIEMH TPOSBIAETbCA B MOTIMOJIEHHI HEPIBHOCTI.
JlocTyn 10 MOTY)KHUX T€HEPaTUBHUX MOJEJIECH 4acTo € IJIATHUM, IO CTBOPIOE YMOBH JIJISI TIOSIBU
HOBOro THIy 1MdpoBoro po3puBy. CTyneHTH 3 KpaliMM (piHaHCOBMM CTaHOBMIIEM OTPUMYIOTh
JIOCTYN 710 OUIbLI TOYHMX, HMIBUAKUX Ta (PYHKIIOHAJBHUX 1HCTPYMEHTIB, TOJAl SIK 1HII 3MYIIEHI
KOPUCTYBATHCs OE3KOLITOBHUMH Ta MEHIII e(peKTUBHUMU aHayoramu. Ll qucnpomnopiiiss He TiIbKU
MOPYIIY€E MPUHIIMI PIBHUX OCBITHIX MOXJIMBOCTEH, ajie i CIOTBOPIOE aKaJeMiuHy KOHKYPEHIIito, Jie
yCIiX TMOYMHAE 3aJIe)KaTH HE CTUIBKM BiJl 1HTEIEKTYaJIbHUX 3YCHJIb, CKUIBKHM BiJl TEXHOJOTTYHHUX
pecypciB.

KymynsatuBHUN eeKT BiJl OMUCAHUX PU3UKIB BEJE O CHCTEMHOI JeBAIbBAIlil akaJeMIqYHIX
niHHocTed. Konmu opuriHanbHICTh, KpUTHUHE MHUCIEHHS Ta CIIPABEJIMBICTh MOCTYMAIOTHCA MICHEM
ITOPUTMIYHIM €(EeKTUBHOCTI Ta TEXHOJIOTIYHIM HEPIBHOCTI, aKaJeMidHa CHCTEMa BTpPAayae CBOIO
JETITUMHICTh SIK 1HCTUTYIS 3 BUpPOOJIEHHS Ta Mepenadl JOCTOBIPHUX 3HaHb. TaKUM YHHOM,
IpeJCTaBIeHa CUCTEMATH3aLlisl TO3BOJIsIE 3pOOUTH BUCHOBOK, 1110 €THYH1 BUKIIUKU F'eHepaTuBHOTO Al
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€ HE CYKYITHICTIO OKPEMHUX MpOoOJIeM, a €IUHIUM KOMIUIEKCHUM BUKIIKOM, III0 BUMAra€e TaKoOTro XK
KOMIUIEKCHOTO Ta CHCTEMHOTO MIIX0y 10 HOTO BUPIIICHHS.

JIpyruM €TaroM Hamoro JJOCHIDKEHHS CTal0 KPUTUYHE OIIHIOBaHHS e(EKTUBHOCTI
CYy4JacHUX IHCTPYMEHTIB TEXHIYHOT'O KOHTPOJIIO, 30KpeMa CUCTEM JIeTeKIii Al-reHepoBaHOTO TEKCTY.
[IpoBeneHuit aHami3 BUSBUB HHU3KY (YHIaMEHTAIbHHUX OOMEXKEHb, IIO CTaBJIATH IIiJ CYMHIB
JOUITBHICTh BUKOPUCTAHHS BHUKJIIOYHO 3allPETHO-KOHTPOJIBHOIO TMiAXOAYy B aKaJEeMIiYHOMY
CEPEIOBHIIII.

OcHOBHUM 00'€KTOM JTOCTIIPKEHHSI BUCTYIIHJIIH MOITYJISIPHI CEPBICH MEPEBIPKU TEKCTY, TaKi 5K
GPTZero, Originality.ai Ta Turnitin AI Detector. Anani3 X po60TH MMOKa3as, 10 OLIBIIICT i3 HUX
IPYHTYETbCS Ha BUSBJICHHI CTAaTUCTHYHUX AHOMAJiH y TEKCTi, 30KpeMa HH3bKOI BapiaTWBHOCTI
BHOOPY CIiB, mependadyyBaHMX CHHTAKCHYHUX CTPYKTYp Ta PIBHOMIPHOTO PO3IMOALTY E€HTPOIIIi.
OpHak 11i MOKa3HUKU IMIBUAKO BTPA4YalOTh CBOIO HAMIWHICTH Y Mipy BIOCKOHAJIECHHS T€HEPAaTHBHUX
MOJIeJIeH, SIK1 HaBYAIOThCSI IMITYBaTH MPUPOAHIITY Ta MEHII Mepe10avyBaHy MOBY JIFOAMHHU.

Hwxdue mnpencraBmena tabmunsg 1, ska JEMOHCTPYE CHUCTEMATH30BAaHHMMA MiAXiT 0
kiacudikaiii OCHOBHUX PU3HMKIB BUKOPHUCTAHHS TeHepaTUBHOro Al B akaJieMiYHOMY CEpEIOBHIIIL.
CrpykTypa 3 TphbOMa CTOBHIISIMH JO3BOJISIE YITKO BHOKPEMHTH KaTeropii pU3MKIB, iX CYTHICHI
XapaKTEPUCTHKH Ta KOHKPETHI HACIIIIKU JIJISl OCBITHHOTO IPOIIECY.

Tadauus 1. OCHOBHI pU3MKH Ta HACJHIIKHA BUKOPUCTAHHS reHepaTUBHOIO Al

. Mo:x1uBUH HeraTUBHUM
I'pyna pusukis XapakTepucTHKa
BILIMB
AkaneMigHa ABTOMAaTHU30BaHE . : .
. . 3HIKEHHS I[IHHOCTI JUTLIOMIB
T00pPOYECHICTh CTBOPECHHS POOIT
. . [opymenns GDPR, Butix
[TpuBaTHICTH 30ip mepcoHaNbHUX JaHUX |
iH(popmMmartii
AnropuTMivHa . .. . .
) CrepeoTurHi BiNoBi i JuckpuMiHaIlisl, HETOYHOCTI
yIIepeKEeHICTh
o . . L BrpaTta HaBHUOK KPUTHIHOTO
MoTuBarliitHi puU3uKu 3aexKHICTh BIJT TiIKa30K
MUCJICHHS

JeTanbHuil aHaTi3 3a KaTeropisiMu:

1. AkagemiuHa poOpouecHicTb. Xapaxmepucmuxa:ABTOMAaTH30BaHE CTBOPEHHS pPOOIT
BKazye Ha (pyHIaMEHTaJbHY MpOOJieMy JeNeryBaHHS 1HTEIEKTYaJIbHOI IiSTIbHOCTI aJlfOPUTMaM.
Moocnueuii 6niug: 3HMKEHHS IIIHHOCTI TUIUIOMIB Bi10Opakae CUCTEMHY 3arpo3y /s BCi€T OCBITHBOT
CUCTEMM, OCKIJIbKH JJOKYMEHTAL[isl IPO OCBITY BTpayae CBOIO O0'€KTUBHICTD SIK 1HIUKATOP peaIbHUX
3HaHb Ta HAaBUYOK.

2. IlpuBartHictb. Xapaxkmepucmuxa: 301p TNEpCOHANBPHUX JAHUX BKa3ye Ha IMPUXOBaHI
pU3UKM, TOB'sI3aHi 3  00poOkoro  KoH(pineHuiHoi  iHdopmamii B Al-cucremax.
Moocnusuii énaus: Ilopymenns GDPR Ta Butik iHdopmaiii MaroTh He JMIlE €TUYHUM, aine |
IOPUJIMYHUI XapakTep, 10 MOXKE MPU3BECTU J0 CEpHO3HMX MPABOBMX HACHIAKIB I HaBYAIbHHUX
3aKJIaIB.

3. AaroputMiuHa  ynepemxeHicTb.  Xapaxmepucmuxa: CTEpEOTHUNHI  BiJIOBIiJI
PO3KpUBAIOTh MPOOJIeMy yCHaJAKyBaHHS Ta BiaTBopeHHs Al CyCHuIbHHX  yHepeIKeHb.
Moocnueuii énaug: JIUCKpUMiHALisg Ta HETOYHOCTI CTBOPIOIOTH PHU3UK MOLIMPEHHS 00'€KTHBHO
HenpaB/KBOi 1H(pOopMallii Ta KOHCEepBalii MIKIIJIMBUX CTEPEOTUITIB B OCBITHBOMY CEPEIOBHILIL.

4. MotuBauiiini pusuku. Xapaxmepucmuxa: 3alleXHICTh BiJ MIIKa30K BigoOpakae
MICUXOJIOTTYHUHN acnekT B3aeMoii 3 Al. Moowcnueuii énius: BTpata HABUYOK KPUTHUYHOTO MUCIIEHHS
BKa3ye Ha HaWOULIbII HeOEe3MeYHW JOBTOCTPOKOBHM HACHIIOK - JEerpajallild KOTHITHBHHX
3M10HOCTEN CTYJEHTIB.
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[Ipencrasneni karteropii pu3HWKIB HE € 1301bOBaHMMHU. Hampukian, ajaropuTMmidHa
yIEpeKeHICTh MOXKE MOCWIIOBAaTH MPOOJIEMH aKaJeMidHOI JOOpOYECHOCTI dYepe3 TeHEepariio
HE00'€KTUBHOI'O KOHTEHTY, & MOTHBAIlIHI PU3UKH 0€3M0CEPETHBO MOB'SI3aH1 31 3HWIKEHHSAM SKOCTI
HaBYAIBHUX PE3yJIbTATIB.

Tabmuust e(EeKTUBHO CTPYKTYpyE KIIOYOBI MpOOJEMH, IO JO3BOJISIE PO3POOUTH
npoQiTaKTUKK - BiJ TEXHIYHOTO BJIOCKOHAJICHHS CHCTEM JeTeKiii AI-KOHTEHTYy 10 po3poOKH
E€THMYHHUX KOJICKCIB BUKOPUCTAHHS IITYYHOT'O IHTEJIEKTY B OCBITHIN AisIIbHOCTI. KOMITIIEeKCHUH miaxif
JI0 MiHIMIi3amil IUX PU3UKIB MA€ BKIIOYATH SK TEXHOJOTIUHI PIICHHS, TaK 1 MEAaroriyHi 1HHOBaIil
Ta OpraHi3aIliiiHi 3MiHU B aKaJIEMiYHUX YCTaHOBAaX.

Kpim Toro, icHye npuHIUIOBa mpobieMa «roHKd 030pOEHbBY MikK pO3pPOOHHKAMHU JETEKTOPIB
Ta TeHepaTuBHUX Mojeneil. KokHe HOBe BIOCKOHAJNCHHS AETEKTOpa MIBHJIKO KOMIICHCYETHCS
BIJINIOBITHUM HOKPAIIEHHSAM IeHepaTUBHUX alropuTMiB. Hampukian, cydacHi MeToau «BOUBCTBa»
JIETEKTOPIB, Taki SK BUKOPUCTAHHS MeEpIUIeKCii Ta BUOYXY, J03BOJISIOTH €()EKTUBHO OOXOIUTH
OLTBIIICTE cHCTEM TepeBipkH. Ll auHamMika poOUTH TEXHOJIOTIYHE MPOTUCTOSIHHS B IEPCIICKTHBI
0€3MepCIeKTUBHUM 1 pecypco3aTpaTHUM.

OTtpumani pe3yabTaTd JO3BOJSIIOTH 3pOOUTH BUCHOBOK, IO IOKJIAJaHHA BHUKIIOYHO Ha
TEXHIYHI 3acO0M JCTEKIl € CTPaTeTriyHO IMOMIIIKOK. EQEeKTHBHHMN MiAXiJ Mae TMO€IHYBaTH
oOMexeHe BUKOPHUCTAHHSI TaKMX IHCTPYMEHTIB SK JOMOMIKHOTO MEXaHi3My 3 (pyHIaMEHTaIbHOIO
NepeOpiEHTAIlIEI0 HA TIEJaroriyHi Ta MPOAKTUBHI CTPATETii, 10 PO3BUBAIOTH BHYTPIIIHIO MOTHBAIIIIO
JI0 aKaJIeMI4HO1 T00pOYECHOCTI Ta KPUTHUHOTO CTABJICHHS 1O BUKOPUCTaHHS Al-IHCTpyMEHTIB.

Tperiit eran nmochiypkeHHs OyB NMPHCBSYEHHH PO3pOOI KOHKPETHHX MPOIO3UIHN 1010
TpaHchopMalii HaBYaIbHO-METOIMYHOI poOoTH. KirouoBOo ifee€ro, 10 Jisirja B OCHOBY IUX
MIPOTIO3UIIIH, € HEOOX1IHICT IEPEX 0Ty BiJl TAaCHBHOTO CIIPUHHATTS Al sik 3arpo3u 10 HOTO aKTUBHOTO
IHTErpyBaHHs K IHCTPYMEHTY PO3BUTKY KPUTHUHOTO MUCIICHHS Ta BiANOBIAAIBHOCTI.

OnHi€ero 3 HAWOLIBII e€EKTHBHUX CTPATEril BUSBISETHCSA NEPEOPIEHTALlis OLIHIOBAIBHUX
npoueayp 3 (piHaIbHOTO MPOIYKTY Ha Mpoliec Horo cTBopeHHs. Tpaauiiiiai ece un pedepatu, mo
JeTKO reHepyroThess Al, MaroTe OyTH 3amMiHEHI Ha 3aBJaHHS, [0 BUMArarTh JIEMOHCTpaIlii
MPOMDKHUX eTamiB poOotu. Hampukiaza, 3aMiCTh OI[IHIOBaHHS TOTOBOTO JOCIIAHUIIBKOTO TPOEKTY,
JIOLIJIBHO aHaNI3yBaTH IIOACHHUK JOCIIIKEHHS, JIe CTYIeHT (iKCcye CBOI MOIIYKOBI 3amuTH 10 Al,
OTpPHUMaHi pe3yJIbTaTH, IXHIO KPUTHUHY [IEPEBIPKY Ta IHTETPallio 3 IHIIKUMU Jkepenamu. Lle no3Boisie
HE JIMIIE YHUKHYTH HEaBTOPCHKOTO BUKOPWCTAHHS TEXHOJIOTIi, ame W chopMyBaTh B CTyACHTa
HaBUUYKU pe(IESKCUBHOIO Ta BiJMOBIJAIBHOTO CTABICHHS IO OTPUMaHOi iH(popMartii.

[HIIMM ~ TIepCHIEKTUBHUM  HAmpsiIMOM €  po3poOKa 3aBlaHb, IO 0a3ylOThcs Ha
nepcoHi(hikoBaHOMY JOCBIJIl Ta akTyalbHOMY KOHTeKcTi. ['eHepatuBHuUil Al nemMoHCTpye 3HA4HO
MeHIy e(eKTUBHICTh MpU POOOTI 3 0cOOMCTUMHU pediieKcisiMU, JoKalbHUMHU (case studies) abo
CUTYallisIMM, 110 MOTPeOyIOTh €MOLIHHOro BIATYKY. TakuM UYMHOM, 3aBJaHHS, L0 CTOCYIOThCS
aHaJII3y BJIACHOTO MpOo(deciHHOTO JOCBIY, pO3B'a3aHHS MPOOIEM KOHKPETHOI YKpaiHChKOI rpoMan
4Y IHTepIIpeTalii OCTaHHIX MOJil, CTalOTh MPUPOAHUM Oap'epOM Il HEKPUTUYHOTO BUKOPUCTAHHS
Al 1 BogHOUYAC pO3BUBAIOTh Y CTYJEHTIB YHIKaJIbHI KOMIETEHTHOCTI, HEJOCTYIIHI aJITOPUTMaM.

BaxnuBum enemeHToM TpaHcdopmanii € iHTerpamis Al Ge3nmocepeHbO B HaBUAIbHUI
npouec y sikocTi "omoHeHTa" uyu "moMiyHuKa". 3aMicTh 3a00pOHM, BHKIagad Moxe (opMyBaTH
3aBJIaHHs, 110 NependavyaroTh CBiAOME BUKOpHCTaHHS Al 111 MO3KOBOro MITYpMy 3 HOJAlbIINM
KPUTUYHUM aHaTi30M OTPUMAaHHMX BiJl HHOrO mpomo3uiii. CTyneHTaM MOXHa 3alpOIOHYBaTH
HOPIBHATH TEKCTH, HamucaHi JoguHol0 Ta Al Ha Ty camy Temy, 1eHTH(]IKYBaTH O3HAKH
QITOPUTMIYHOTO TOXO/PKEHHS Ta OI[IHUTH TJIMOWHY Ta OpHUTIHAJIBHICTH aHanmizy. Taka mpakTHKa
NEePeTBOPIOE A0CTPAKTHY 3arp03y Ha KOHKPETHHUN 00'€KT 1151 KpUTUYHOT'O OCMUCIICHHS, PO3BUBAIOYU
B CTyJeHTIB "Al-rpamMoTHICTB".

YerBepTuil etam JMOCHiKeHHS OyB NPUCBIYEHHUH pPO3pOOII KOHTYpIB IHCTHUTYLIHHOT
MOJIITUKH, CIIPSIMOBAHOI Ha IHTETPALIiI0 TeHEPATUBHOIO IITYYHOTO 1HTEJIEKTY B aKaJeMIUHUN IPOCTIp
Ha 3acajax 100podyecHOCTi. AHali3 MOKa3as, 0 0€3 YITKUX BHYTPILIHIX HOPMATUBHUX JJOKYMEHTIB,
yci 1HII 3aX0AU MaTUMYTh (parMeHTapHuil Ta HeeheKTUBHUM XapakTep. KimtouoBum pesynbTaTtom
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[IbOTO €Taly CTajla KOMILICKCHA MOJIENIb IHCTHTYLIHHOTO pETYJIIOBaHHS, IO OXOIUTIOE TPH
B33a€MOIIOB'sI3aH1 PiBHI: HOPMAaTUBHUM, IPOLIETYPHHIA Ta KYIbTYpHUI.

Ha HopmatuBHOMY piBHI (hyHJaMEHTAIBEHUM KPOKOM € po3po0Ka Ta 3aTBEPIXKEHHS OKPEMOTO
po3aity B icHyrodomy Komekci akagemiuHOl JOOPOYECHOCTi, MPUCBIYCHOTO BHUKOPHUCTAHHIO
MTYYHOTO iHTENeKTy. Lleil JMOKyMEeHT Mae MICTHTH HE 3a00pOHIOBaJIbHI, a audepeHIiioBaHi
MOJIOKEHHS, 10 YiTKO PO3MEXKOBYIOTH JOMYCTUME Ta HEAONYCTHME BUKOPUCTAHHS TEXHOJIOTI.
30kpema, oJIiTHKa Mae nepeadadaTu 000B'SI3KOBE IIUTYBAHHS BUKOPHCTaHHs reHepaTuBHOTO Al 3a
AHAJIOTIECI0 3 IHIMUMH JpKepenamu. Hamu Oyno 3ampomoHOBAaHO 3pa30K TAKOTO IUTYBAHHS, IO
BKIIIOYAa€ HA3BYy MOJEINi, BEpCilo, po3poOHMKA Ta IaTy 3BEpHEHHs 1Mo cuctemu. Lle He mnmme
3a0e3meuye Mpo30piCTh, alie i BUXOBYE B CTYJASHTAX BIAMOBIJAIbHE CTaBJICHHS 10 BUKOPHCTAHHS
M (ppoBUX THCTPYMEHTIB.

[Iponienypuuii piBeHb mnepeadavyae CTBOPEHHS MPAKTHYHUX IHCTPYMEHTIB IMIUIEMEHTAmii
3a3Ha4YeHOT MOJITHKH. J[JIs IIbOTO 3aIPOIIOHOBAHO PO3POOUTH THITOBI clieHapii BUKOprcTaHHs Al st
pI3HUX THUMIB HABYAIBHOI AISIBHOCTI, SIKI MOXYTh OYyTH ajnanToBaHi okpemumu kadenpamu. Lli
CIIeHapil BU3HAYAIOTh, HANIPUKJIIAJ, 0 BUKOPUCTAaHHS Al 1S momiyky ifieil € JeriTHMHAM, TOJI SIK
reHepallis MOBHOTO TEKCTY KypCOBOi pOOOTH — HETPUUHATHHM.

BUCHOBKM.

I'enepatuBHuii Al BinkpuBae HOBI MOMJIMBOCTI JJIsi IHHOBAlLlii y HaBUaHHI Ta HAayKOBIH
JiSUTBHOCTI, IPOTE CTBOPIOE 3HAYHI €TUYHI BUKIIUKHU, 10 MOTPEOYIOTh CUCTEMHOTO MiIX0ay. AHaM3
JIO3BOJIMB BHOKPEMHTH KIIOYOBI PH3UKM y chepax akaaeMidyHOi JOOpOYECHOCTi, MPHUBATHOCTI,
QITOPUTMIYHOI CHPaBEAJIMBOCTI Ta ICHXOJOrIYHOI Oe3neku. 3amporoHOBAHO MOJENb ETHUYHOI
B33a€MOJIii MK KOPHCTyBadeM, TEXHOJIOTIEI0 Ta IHCTHTYIII€IO0, a TaKOX MPAKTHYHI PEKOMEHIAI]
010 MiHIMi3amii pu3uKiB. 3abe3reyeHHsT BiANOBIAAIIBHOIO BUKOPUCTAaHHS reHepaTuBHOro Al €
HEOOXiJTHOI0 YMOBOIO CTaOLIBHOTO PO3BUTKY CYy4acHOI OCBITH Ta HAYKH.

IIpoBeneHe MAOCHIIPKEHHS €TUYHMX BHUKJIMKIB TE€HEPAaTHUBHOIO IITYYHOTO IHTEJIEKTY B
aKaJeMIYHOMY CEPEIOBHII JJ03BOJIMJIO OTPHUMATH HH3KY KIIOUOBHX pE3YJbTaTiB, IO MAaloTh
TEOpPETUYHE Ta NPAKTUYHE 3HAYCHHs. BCTaHOBIIEHO, 10 €TUYHI PU3MKH YTBOPIOIOTH CHCTEMHY
B3a€MOIIOB'SI3aHY CTPYKTYpYy, J€ 3arpo3d akaJeMidHid JOOpPOYECHOCTI, €po3is HaBYAIbHHUX
pe3yibTarTiB, aTpodist KOTHITUBHUX HABMUOK Ta COL[IaJIbHO-€KOHOMIYHA HEPIBHICTh MOCUIIOIOTH OHA
OJIHY, CTBODIOIOUM ILMKJIIYHY MOJEJIb HEraTuBHOro BIUTMBY. lle miaTBepmkye HEOOXITHICTDH
KOMIIJIEKCHOTO MiIXO/Ty 10 BUPILIEHHS MpoOIeMu.

Kputnunuii anani3 1HCTPYMEHTIB TEXHIYHOTO JETEKTyBaHHS Al-reHepoBaHOrO KOHTEHTY
BUSIBUB 1X NMPHUHLIMIIOBI OOMEXEHHS, 30KpeMa HM3bKY €(pEeKTHBHICTh LIOJ0 TIOpUIHMX TEKCTIB Ta
BUCOKUI piBEHb XMOHOMO3UTHBHHUX CIIpalboBYBaHb. Lle MOBOIUTH HEEPEKTHUBHICTH BHUKIIOYHO
3a00pOHHO-KOHTPOJBHOIO  MiAXOQy Ta HEOOXIJHICTh TMOLIYKY aJbTEPHATUBHHUX  PIlIEHb.
ExcniepyMeHTanbHO MIATBEPPKEHO, 10 TpaHchopmallisi HaBYAIbHO-METOAMYHOT pOOOTH HUIIXOM
nepeopieHTallli Ha IpoIlec, a He MPOIYKT, BUKOPUCTAHHS NepcoHi(hIKOBaHUX 3aBJlaHb Ta IHTErpariii
Al 4K IHCTPYMEHTYy KPUTHYHOTO aHali3y € e(eKTHBHUM IIJISXOM PO3BUTKY BiJINOBIJAJILHOTO
CTaBJICHHSI IO TEXHOJIOT 1.

Po3po0rieno GaraTopiBHEBY MOENb IHCTUTYLIWHOI MOJITHKH, 1O IOEIHYE HOPMAaTUBHE
peryJroBaHHs, MNPOLEAYPHI MeXaHi3MH Ta (OpMyBaHHS CIIJIBHOI KYJIbTYpH J0OpPOYECHOCTI.
3anpornoHOBaHO KOHKPETHI 1HCTPYMEHTH, Takl JU(epeHLIHoBaH] MpaBuia BUKOPUCTAHHS, 3pa3Ku
uTyBaHHs Al-pkepen Ta MeXaHi3MHU BiIKpUTOIO OOTOBOPEHHS €THYHHUX JuieM. Amnpooartis i€l
MO/IeJTi TT0Ka3ajia BUCOKY TOTOBHICTh aKaJIeMIYHOI CIIITBHOTH JIO ii BIPOBAHKEHHSI.

OTtpumani pe3yabTaTH MarOTh BaXKJIMBE 3HAYECHHS JJIS MOJANBIIOrO PO3BUTKY aKaJIeMiuyHOi
€TUKH B yMOBax IuppoBoi Tpanchopmariii. BoHu cBiguarh, M0 MIIIXOM MOETHAHHS MEIAarOTTYHUX
IHHOBAIlIM Ta IHCTUTYILIHHUX PilIEeHb MOXIIMBO HE JIMIIE MiHIMI3yBaTH PU3MKH, aje i MepeTBOPUTH
reHepaTUBHUN Al Ha MOTYXHUN IHCTPYMEHT PO3BUTKY KPUTHYHOI'O MHUCJIEHHS Ta (POpMYyBaHHS
HOBMX aKaJIeMIYHUX KOMIIETeHTHOCTeH. llepcrekTHBH MOAANbIIUX JOCTIKEHb IOJIATaloTh Y
pO3poO0Ili KOHKPETHUX METOJWK OIIHIOBaHHS HAaBYAJIbHHUX JIOCATHEHb Yy YMOBAaX MacOBOTO
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BUKOpUCTaHHS Al Ta BHBYEHHI JOBTOCTPOKOBOTO BIUIMBY TEXHOJIOTII Ha KOTHITHMBHI CTparterii
CTYJICHTIB.
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C1. Autonomous Systems, Robotics, and Control. Aeémonomni cucmemu,
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Pieczynski D., Ptak B., Kraft M., Piechocki M., Aszkowski P. (Poznan University of Technology,
Institute of Robotics and Machine Intelligence, Piotrowo 34, Poznan, Poland).

FAST, LIGHTWEIGHT DEEP LEARNING PIPELINE FOR UAV LANDING SUPPORT.

Abstract. Achieving reliable autonomous landing remains a major challenge in UAV operations due
to environmental variability, uneven terrain, obstacles, and safety constraints. This study introduces a fast,
lightweight deep learning pipeline designed to support landing procedures by detecting landing pads,
estimating the UAV s relative pose, and ensuring human safety within the landing zone. The pipeline integrates
segmentation-based human and landing-pad detection with a regression stage that identifies keypoints on the
pad and estimates their uncertainty. Lightweight convolutional neural network architectures—optimized for
embedded edge-Al devices—were selected to deliver real-time performance while maintaining robustness in
diverse visual conditions. The method was evaluated on UAV hardware equipped with embedded GPUs,
demonstrating operation at up to 93 FPS on Jetson Xavier NX and nearly 20 FPS on Jetson Nano. A full
processing and control loop was validated in both simulated and real-world experiments using the PX4 flight
controller and ROS-based hardware-in-the-loop testing. Experimental results show that the system maintains
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accurate pose estimation under challenges such as motion blur, low light, scaling, and partial occlusions. The
framework enables safe, precise, real-time landing support and can serve as a foundation for future
implementations involving moving platforms and more complex environments.

Keywords: UAV landing; deep learning; embedded systems; human detection; keypoint regression;
pose estimation; real-time processing; autonomous flight.

Anomauia. 3abesneuenns naoiiinoco asmonomnozo npuzemienns UAV zanumaemvcs cKiaoHoio
3a0ayero uepe3 MIHAUBICMb YMO8 OOBKINIA, HEPIBHICMb NOBEPXHi, HAAGHICMb NEPeuKkoo mda 6UMo2u 00
besnexu. Y yvomy 00CHiONceHHi NpeOCcmasnieno WeUOKUU, Je2KUli KOHBEEP 2IUOUHHO20 HAGUAHHS,
NpUsHa4eHutl 08 niOMpUMKU npoyedypu ROCAOKU WNAXOM BUABILEHHS NOCAOKOB020 MAIOAHYUKA, OYIHIOBAHHS
gionocnoi nozu UAV ma xoumponio besnexu 6 30ui npusemienus. Koneeep noecomye ceemenmayiiine
BUBHAYEHHS TIOOUHU A NOCAOKOB020 MAUOAHUUKA 3 PeSpeciliHuM emanom, wo BU3HA4AE KI0O406i MoKy
Matidanyuka ma oyinioe iXHIo HegusHauenicmv. [[na 3abe3neuenns pobomu 6 pearbHOMy uaci oOpaHo
noJecueni apxXimekmypu 320pmK0O8UX HEUPOHHUX Mepedc, onmumizosani 015 60yoosanux edge-Al npucmpois.
Memoo npomecmosarno na UAV-obraonanni 3 éoydosanumu GPU, de docsenymo npodyxmusnocmi oo 93
FPS na Jetson Xavier NX i matince 20 FPS na Jetson Nano. [losnuii yuxn o6pobku ma Kepyeamms
RIOMBEPOICEHO y CUMYAAYIUHUX | PeaibHUX eKCnepuMeHmax i3 euxopucmanHam xoumponepa PX4 ma
anapamuo-opienmosanoeo mecmysanus yepes ROS. Pezynomamu nokasanu, wo cucmema 3abesneuye mousy
OYIHKY NO3U HABIMb 3d YMOB PYX08020 OIIOPY, CIAOKO20 OCEIMIEHHS, MACUIMADY8AHHS YU YACTKOBUX OKIO3I1.
3anpononosanuti nioxio sabesneyye 6esneuHy, MOYHY MA WEUOKY NIOMPUMKY NOCAOKU U Modce Oymu
OCHOB010 OJI51 CUCIEM NOCAOKU HA PYXOMI RAam@opmu Yu 8 CKIAOHIUUX YMOBAX.

Knrouoei crosa: asmonomua nocaoxa UAV, erubunne nasuanws, 60Y008aHI cucmemu; 6UsLGICHHS
JIOOUHU, pe2pecis KAIOYO8UX MOYOK, OYIHKA NO3U; pOOOMA 8 PeanrbHOMY YACi.

1. Introduction

Autonomous touchdown of unmanned aerial vehicles continues to represent a challenging
engineering problem, particularly in unregulated or shifting settings. The existence of barriers,
illumination variations, weather scenarios, and possible human presence demand highly accurate and
dependable image analysis frameworks operating in real-time. Within this framework, the suggested
neural network pipeline integrates touchdown zone identification, critical point detection, and
uncertainty calculation, delivering informational assistance for secure drone touchdown guidance.

2. Related Research

Earlier approaches concentrated on markers, QR-codes, AprilTags, circular patterns, or active
beacons. Although they delivered a certain degree of precision, their effectiveness was restricted by
environmental complexity and the requirement for specialized markers. Neural networks introduced
anovel paradigm, enabling target identification during incomplete occlusions and with inferior image
quality. Nevertheless, numerous contemporary frameworks are restricted by substantial
computational demands or absence of direct position calculation. The suggested approach
distinguishes itself through comprehensiveness and focus on operation with integrated GPU
hardware.

3. Methodology

3.1. Segmentation and Scene Analysis

The segmentation model generates probability masks for humans and touchdown zones. The
extracted region of interest undergoes contour analysis, following which the largest touchdown zone
area is identified. If a human is positioned excessively close, touchdown is prevented.

3.2. Critical Point Regression and Uncertainty Calculation

Compact CNN architectures (MobileNetV3, LCNet) are employed for critical point
regression, returning coordinates and variances. The drone's position relative to the zone is computed
using PnP algorithms based on a 3D zone model.

3.3. Equipment and Simulation

PX4 controller, Holybro X500 drone, and Jetson platforms were utilized. ROS environment
and hardware-in-the-loop enabled secure algorithm validation prior to actual flights.

4. Results

The framework demonstrated:
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o 12.86 FPS on Jetson Nano
. Up to 93.64 FPS on Jetson Xavier NX

. Strong resilience to illumination, occlusions, scaling, perspective variations
. Proper recovery of missing critical points
. Sufficient positioning precision for accurate touchdown

CONCLUSOINS.

The suggested pipeline delivers rapid and dependable drone touchdown assistance based on
neural networks. Subsequent research will focus on supporting touchdown on mobile platforms and
accelerating the model through refinement and quantization.
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Sobot T., Stankovic V., Stankovic L. (University of Strathclyde, Glasgow, United Kingdom).
HUMAN-IN-THE-LOOP ACTIVE LEARNING FOR TIME-SERIES ELECTRICAL DATA.

Abstract. Advanced machine learning models for classifying time-series electrical data typically
require large, accurately labeled datasets; however, labeling remains costly and error-prone. This paper
introduces a human-in-the-loop active learning framework designed to significantly reduce labeling effort
while improving model generalization for applications such as non-intrusive load monitoring (NILM) and
home energy management. A novel acquisition function is proposed that incorporates both model uncertainty
and labeling uncertainty, while also mitigating class imbalance. A stopping criterion automatically halts the
learning process once additional labeling yields diminishing returns. The study further examines how labeling
errors affect model performance and introduces two mitigation strategies: (i) a re-labeling mechanism based
on similarity between predicted and annotated labels, and (ii) a confidence-aware loss function that weights
samples using expert-provided confidence scores. Experiments performed on real-world NILM datasets with
three domain experts demonstrate that the proposed approach reduces labeling requirements by up to 61%
for dishwashers and 93% for kettles. The method substantially improves model performance when transferring
to new homes, even in the presence of labeling errors, confirming the effectiveness of combining human
expertise with uncertainty-aware active learning for time-series data.
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Keywords: active learning; time-series classification; human-in-the-loop; labeling uncertainty;
NILM; energy disaggregation; transfer learning; expert confidence.

Anomauia. CyuacHni mMooeni MAWUHHO20 HABYAHHA ONA KIACUQDIKAYIT eleKMPUUHUX YACO8UX pAOIE
3a36uyall NOMpPeodyI0Ms BEIUKUX I MOUHO PO3MIYEHUX HAOOPIE OAHUX, Npome Npoyec POIMIMKU € 00PO2UM i
CXUnbHUM 00 nomunok. ¥ yii pobomi 3anpononosano nioxio human-in-the-loop active learning, cnpsmosanuii
Ha cymmeee 3MeHUeHHA 3YCUTb i3 pO3MIMKU ma NiO8UUeHH V3a2albHI08ANbHOI 30amHocmi Modenel,
30Kpema 015 3a0ay HeiHmpy3ueHo2o Mornimopuney Hasanmadgicenvb (NILM) i kepysanna enepeocnosrcusannam
Y 00Mo20cnodapcmeax. 3anponoHogano Hogy (QYHKYI0 6UOIpKuU, KA 8PAX08YE K HEGUSHAYEHICb Modeli,
max i HesU3HAueHiCmb Ni0 YAc pPO3IMIMKU, a4 MAKONXC KOMHeHCYe Oucbananc xnacis. Beedeno kpumepiii
3YNUHKU, WO ABMOMAMUYHO NPUNUHAE AKMUBHE HABUAHHA, KOAU O000AMKOSI DOIMIMKU Nepecmaromo
nokpawyyeamu  Mooeib. Jocuioxceno 6naue NOMUIOK POMIMKU HA MOuHicms Kiacugixayii ma
3anpoONOHOBAHO 068G MeXanizmu ix nom sxuienns. (1) ROBMOPHY PO3MIMKY 3PA3KIE HA OCHOBL CXONCOCTE MINC
npoenosom i mimxoro ma (i) mooughikosany Gyukyilo empam, wo 36axcye 3pasKu 6ION0GIOHO 00 PIGHs
enesnenocmi excnepma. Excnepumenmu na peanvuux NILM-0amacemax 3a yuacmio mpwvox excnepmis
NOKA3aU, Wo Memoo 3MmeHuye nompedy 6 posmimyi 00 61% O0ns nocyoomutinux mawur i 0o 93% ons
enekmpouaiinukis. 11ioxio cymmeso nokpaugye nepenecents mooeiel Ha Ho8i 00MO20CHO0apCmed HA8imb 3a
HAABHOCMI NOMUIKOBUX MIMOK, NiOMEepoNCcyouu e@pekmugHicms HOEOHAHHA eKCNePMHUX 3HAHb 3
HeBU3HAYEHICHO-0PIEHMOBAHUM AKIMUBHUM HABUAHHSAM.

Kntouoei cnosa: axmusHe HaguawHsa, Kiacugikayis 4acosux psoie; HeBUHAUEHICMb DO3IMIMKU,
NILM, enepeemuunuii monimopune; transfer learning, enesnenicmo excnepma.

1. Introduction

Temporal data categorization, particularly electrical usage signals, represents a crucial
element of power management frameworks. The challenge of acquiring dependable annotations stays
critical, given that manual annotation demands substantial time investment and constitutes a source
of mistakes. Interactive learning diminishes the volume of required annotations, yet conventional
approaches presume a flawless "oracle,” which seldom reflects actual conditions. This drives the
creation of expert-in-the-loop methodologies that account for specialist constraints and mistake
characteristics.

2. Problem Formulation

NILM signals encompass brief and extended activations of various appliances, resulting in
unevenly distributed categories. The objective involves reducing the quantity of necessary
annotations without sacrificing accuracy. The suggested approach addresses three dimensions:

. classifier uncertainty
. annotation uncertainty
. category imbalance

3. Proposed Selection Function
The function integrates:

. classifier uncertainty (entropy-driven)
. specialist uncertainty (confidence-driven weighting)
. category balancing via selection regularization

This enables identification of maximally informative samples even under mixed annotation
quality conditions.
4. Termination Criterion
The interactive learning algorithm terminates when:
. the count of highly uncertain samples drops beneath a threshold
. additional annotation fails to improve F1-score
This substantially conserves resources.
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5. Impact of Annotation Mistakes
Two categories of mistakes are examined:

. false negatives — produce the greatest detrimental impact, especially for
appliances with brief activations

. false positives — less harmful, as they don't alter the structure of positive
samples

6. Error Mitigation Mechanisms

6.1. Re-annotation

Samples exhibiting low match-rate between forecast and annotation are returned for additional
specialist analysis.

6.2. Confidence-weighted Loss

The loss function prioritizes mistakes according to certainty level, diminishing the influence
of unreliable annotations.

7. Experimental Validation

Two primary experiments were performed on UK-DALE and REFIT databases:

1. Interactive learning with simulated mistakes

o assessed influence of different mistake types

o demonstrated significant accuracy enhancement following re-
annotation
2. Real specialists in the loop

o three specialists provided annotations

o low certainty correlated with elevated mistake probability

o confidence-weighted loss improved classifier accuracy

8. Comparison with Alternative Methods
Testing was executed against baseline strategies:

. pool-based uncertainty

. stream-based uncertainty
. BADGE

. CLUE

The suggested technique showed equivalent or superior Fl-scores, along with minimal
annotation requirements.

CONCLUSOINS.
The expert-in-the-loop interactive learning approach delivers:

. substantial reduction in annotation volume (up to —93%,)
. high resilience to erroneous annotations

. improved model deployment to different residences

. capability to integrate specialist uncertainty

The technique is suitable for diverse temporal data categorization tasks in energy systems and
beyond.
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EVOLUTIONARY SWARM FORMATION FOR AUTONOMOUS ROBOTS.

Abstract. Autonomous robot swarms represent an increasingly valuable solution for space and
aerospace applications, offering adaptability, resilience, and the ability to self-organize without centralized
control. These capabilities are particularly important in mission scenarios such as asteroid monitoring,
convoy protection, and counter-drone operations, where maintaining a stable formation around a target is
critical. A key challenge in this domain lies in enabling robust swarm behavior across different initial
configurations, varying numbers of robots, and potential failures.

In this study, we present an evolutionary-based method for the self-organization of autonomous robot
swarms, where each robot's movement relies exclusively on relative positional data—range and bearing—
obtained via radio beacons. This eliminates the need for global positioning or direct communication. The
proposed evolutionary algorithm optimizes fundamental swarm parameters, including movement speed and
attraction/repulsion forces, enabling stable circular formations across a wide variety of conditions.
The approach was validated through extensive simulations involving swarms of 3, 5, 10, 15, 20, and 30 robots,
totaling 420 distinct scenarios. Stable formations were achieved in all cases. Additional experiments with
physical E-Puck2 robots confirmed the method’s robustness, demonstrating reliable self-organization and
resilience to individual robot failures in real-world environments.

Keywords: autonomous robots, robot swarms, self-organization, evolutionary algorithms, swarm
optimization, stable formations, aerospace applications, robot resilience

Anomauia. Poi agmonomuux pobomie cmaHo8IsmMb NEPCNeKmusHe PieHHs OAf KOCMIYHUX mda
AepPOKOCMIYHUX 3ACMOCY8AHb, OCKIIbKU BOHU 30AMHI A0anmysamucs, OeMOHCMpPY8amu CMmilKicms ma
CamMoopeanizosysamucs 6e3 YeHmpanizo8ano2o Kepysanus. Taxi MoNCIUBOCMI € 0COOIUBO YIHHUMU Ni0 Hac
BUKOHAMHS 3A460aHb, NOG A3AHUX 3I CHOCMEPENCEHHAM 3a ACTNEPOIOaMU, 3AXUCTNOM KOHE0i& abo npomudicro
OpOHAM, Oe KPUMUYHO BANCIUBUM € HIOMPUMAHHA CMAOINbHOI (opmayii HABKONO Yitboso2o 00 ckma.
OCHOBHUM  BUKTUKOM 3ATUMAEMbCA  3a0e3neuenHs HAOIUHOI NOoGediHKU polo 34 PI3HUX NOYAMKOBUX
KOHhieypayitl, 3MiHHOI KiTbKOCMi poOOMI8 I MONCIUBUX 8IOMOS.

Y pobomi npedcmasneno memod camoopeanizayii poig¢ aemMoHOMHUX pobOOMIE HA OCHOBI
€BOIIOYILIHO20 NIOX00Y, 3a K020 PYX KOHCHO20 POOOMA SUHAUAEMbCS GUKTIOUHO 8IOHOCHUMU NOSUYIIHUMU
OaHUMU — OUCMAHYIEI0 MA KYMOM, OMPUMAHUMU 3a 00NOMO20l0 padiomaskis. Lle ycyeae nompeby 6
2nobanvHii nasieayii abo npaAmil KOMyHiKayii. 3anponoHosanull eoNIOYIHUL a120pUMM ONMUMI3YE KIIOUOBI
napamempu poio, 30Kpema WEUOKICMb pyXy ma Cuiu npumsaeanis/8ioumosxysanns, wo 3abesneyye
Gopmyeanns cmabinbHux Kpyeoseux Kongizypayii 3a WUPOKO20 cnekmpa YMO8.
Memoo 6yno npomecmogano 6 MacutmaOHux MoOenO8aHHAX I3 GUKOPUCMAaHHAM poig i3 3, 5, 10, 15, 20 ma 30
pobomis (ycvozo 420 cyeuapiis), y axux cmabinehi ¢opmayii docseanucs 6 ycix eunadkax. JJooamkosi
excnepumenmu 3 pobomamu E-PUCK2 niomeepounu naoditinicme nioxody ma cmiikicms poio 00 6i0MO08
OKpemux pobomis y pedanbHux yMosax.

Kntouosi cnosa: asmomommui pobomu, poi pobomis, camoopeanizayis, esoNrOYilHI anieopummu,
onmumizayis poro, cmabinbHi hopmayii, aepoKOCMIYHI 3ACMOCY8AHNS, CIMIUKICMb POOOMIE

Introduction

Self-governing robotic collectives have surfaced as a practical answer for orbital and
aeronautical implementations owing to their flexibility, strength, and independently coordinating
capabilities. These collectives demonstrate particular effectiveness in assignments including celestial
body surveillance, escort safeguarding, and anti-unmanned aerial vehicle missions, whereby
preserving consistent arrangements surrounding a primary objective proves critical. Nevertheless,
handling fluctuating collective dimensions and varied starting circumstances remains a substantial
obstacle.

This investigation suggests a technique whereby individual machine locomotion gets
established exclusively through comparative spatial data, acquired via distance and directional angle
calculations. Through removing worldwide localization or hierarchical oversight, the methodology
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concentrates on proximal interactions. To strengthen arrangement consistency, an evolution-based
algorithm gets utilized to refine essential variables including velocity and attractive/repulsive
mechanics. The technique undergoes verification in computer modeling and actual operational trials
utilizing E-Puck2 machines.

Methodology

The machines depend exclusively on comparative spatial information acquired from wireless
signal transmitters. No hierarchical oversight or worldwide navigation gets employed. An evolution-
based algorithm investigates the variable domain and refines parameters including machine velocity
and inter-machine attractive/repulsive dynamics.

The algorithm assesses performance quality determined by the capability to establish a
consistent orbital arrangement under diverse circumstances encompassing machine malfunctions,
varied starting positions, and fluctuating collective dimensions. Six examination setups underwent
analysis: 3, 5, 10, 15, 20, and 30 machines.

Results

Computer modeling trials encompassed 420 separate situations throughout all six collective
dimensions. In every instance, the refined variables produced consistent orbital arrangements.

Tangible trials utilizing E-Puck2 machines verified the computer modeling outcomes. The
machines effectively coordinated independently surrounding a primary objective, preserving
arrangement even when singular components underwent malfunctions. These examinations verified
dependability, expandability, and resistance under practical functioning circumstances.

Conclusions

The evolution-inspired methodology facilitates self-governing robotic collectives to preserve
consistent and strong arrangements utilizing exclusively comparative spatial data. The refinement of
locomotion and interaction variables guarantees resistance throughout an extensive spectrum of
settings and malfunction situations. Both computer-modeled and actual operational trials verify the
productivity of this methodology for aeronautical-pertinent assignments including surveillance,
safeguarding, and collaborative navigation.

UDC 681.3:004.9

Tejer M., Szczepanski R., Tarczewski T. (Institute of Engineering and Technology, Nicolaus
Copernicus University, Torun, Poland).

ROBUST TASK SCHEDULING IN ROBOTICS USING REINFORCEMENT LEARNING.

Abstract. Effective task scheduling is central to improving productivity and operational efficiency in
manufacturing, logistics, and transport systems. Traditional scheduling strategies often rely on heuristics or
static rules, which struggle to adapt to dynamic environments. Reinforcement learning (RL) provides an
attractive alternative due to its ability to learn optimal action policies through interaction with the
environment. This study evaluates multiple RL-based scheduling approaches, with a focus on Q-learning and
its parameterization. Particular attention is given to the influence of environment models, reward structures,
parameter selection strategies, and predictive mechanisms. An automatic parameter-optimization method
based on metaheuristic algorithms is introduced, enabling systematic exploration of nearly 31 million
configuration combinations. Despite improvements, classical RL methods remain highly sensitive to
environmental changes. To address this, a Hybrid Q-learning method is proposed, combining offline learning
in a highly accurate simulation model with online adaptation using a pretrained Q-table. Experimental
validation on a robotic sorting system demonstrates that Hybrid Q-learning significantly outperforms static
scheduling and standard online learning, maintaining high efficiency under shifting environmental conditions.
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The proposed method enhances adaptability, reduces learning overhead, and provides a robust foundation for
real-world robotic task scheduling.

Keywords: task scheduling; reinforcement learning; Q-learning; hybrid learning; robotic arms;
optimization; dynamic environments; productivity.

Anomauia. EQexmuene nianygants 3a0ay € Kiio408UM YUHHUKOM NIOGUUEHHS NPOOYKMUBHOCMI Ma
ehexmusrnocmi pobomu y eupoOHUymsi, nocicmuyi ma mpancnopmuux cucmemax. Tpaouyitini memoou
YACMO IPYHMYIOMbCST HA e6PUCIUKAX A00 CMAMUYHUX NPASUNax, sIKi He 30amui 00CMamHb0 UWEUOKO
aoanmysamucsi 00 3Min cepedosuwa. Hasuanns 3 niokpinaennsm (RL) nponowye nepcnexmushy
anvmepHamugy 3a80AKU 30aMHOCMI a2eHma HA8YAMUCL ONMUMALbHIN NoAimuyi Oitl WIAXOM 83a€MO0Ii 3
OuHamiuHum cepedosuwem. Y pobomi nposedero oyinky pizuux RL-nioxodie 0o nianysanus 3aday, ocooiugy
veazy npuoineno areopummy Q-learning ma uioco napamempam. [lemanvro npoananizoeano éniue mooenell
cepedosuya, PYHKYIU UHA2OPOO, CROCODI8 CKUOAHHS CMAHI8, po3Mipy icmopii pobomu3zosanoi pyku ma
Memooi6 NPOSHO3VEAHHA. 3ANPONOHOBAHO ABMOMAMUZOGAHUN MEmOO 6UOOPY napamempié HA OCHOGI
MEMAeBPUCMUYHUX AN2OPUMMIB, WO 3aDe3neuye cucmemamudHuil ananiz mavoce 31 minvtiona Kongicypayiil.
Honpu ye, knacuuni RL-memoou zanuwaromvcsi wymaueumu 00 3min cepedosuwa. s eupiuenns yiel
npobiemu  3anpononosano 2iopudnuti nioxio Hybrid Q-learning, wo noeonye o¢pnain-nasuanns y
BUCOKOMOUHIU MOOCIL 3 OHAAUH-A0ANMAYIEI0 3 O0NOMO2010 NONEpeoHbo Harauwmosanol Q-mabnuyi.
Excnepumenmanvni pesynomamu na cucmemi copmysanus nokazyioms, wo Hybrid Q-learning cymmeso
nepegepuLye cmamuyne niaHy8anHs ma CManOapmui OHAAUH-Memoou, 30epiearoyu GUCOKY eqheKmusHicmb 3a
sminnux ymos. I1ioxio 3abesneuye kpawyy a0anmuricmos, MeHW GUMPAMU HA NEPEHAGUAHHS MA NiOBUYEH)Y
HAOTliHICMb 0718 PeanbHUx podOMU308AHUX CUCTEM.

Kniouosi cnosa: nnanysanmns 3aoau; naeuanns 3 niokpinaenusm, Q-learning, ei6puone nasuanmsi,
POOOMU308aHI cucmeMU, ONMUMI3aYis; OUHAMIUHI cepedosuyd.

1. Introduction

Assignment organization in automated systems represents a complex enhancement challenge
encompassing manufacturing line management, supply chain facilities, and transportation networks.
Conventional approaches—heuristic rules, regulations, or fixed programming—fail to deliver
adequate flexibility and frequently overlook characteristics of changing circumstances.
Consequently, machine learning techniques, particularly AL, are gaining prominence.

AL enables an agent to accumulate experience through environmental engagement, while Q-
learning serves as a fundamental technique that preserves anticipated rewards within a Q(s, a) matrix.
However, algorithm performance substantially depends on configuration choices (training velocity,
v, €-greedy, matrix dimensions), alongside the environmental framework that shapes assignment
dynamics.

2. Problem Formulation and Automated Test Platform

An experimental sorting platform was utilized as the testing environment, where an automated
manipulator executes pick-and-transfer operations from three separate sources to corresponding
receptacles. Unlike practical systems where experiments prove costly or hazardous, simulation
enabled large-scale analyses.

The challenge comprises three sub-components:

. Assignment planning — determining operational sequences
. Assignment organization — optimal execution sequencing
. Movement planning — trajectory construction avoiding collisions

3. Adaptive Learning Techniques

3.1. Fundamental Q-learning

The algorithm maintains Q-values for each state-action combination. Performance heavily
depends on:

. e-greedy configuration
. Environmental modeling approach
. Compensation function design
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3.2. Configuration and Challenges

Due to exponential expansion of Q-matrix dimensionality, complex assignments become
problematic for classical approaches. The authors emphasize the absence of justification in literature
regarding configuration selection.

4. Automated Configuration Selection

Nearly 31 million permutations were investigated, incorporating:

. Three forecasting strategies

. Four compensation functions

. Three reset protocols

. Various manipulator history dimensions
. Multiple Q-learning configurations

Results demonstrated that configurations optimal for one environmental setup may prove
ineffective following modifications.

5. Combined Q-learning

The hybrid methodology includes:

. Offline training in precise frameworks
. Q-matrix updates during actual operation
. Immediate response to environmental alterations
Compared to fixed planning and real-time techniques, Combined Q-learning demonstrates:
. Superior performance
. Reduced vulnerability to modifications
. Absence of low-efficiency intervals from extended retraining

6. Practical Assessment
6.1. Initial Experiment

. Environmental parameters changed after two hours
. Fixed planning experienced performance degradation
. Combined Q-learning maintained elevated efficiency
. Real-time methods showed inferior outcomes
6.2. Secondary Experiment
. Environmental modification with one-hour delay
. Comparison conducted with fixed, online #1, and online #2 configurations
. Combined Q-learning consistently delivered highest sorting velocity

7. Conclusions
Combined Q-learning proved the most effective methodology for assignment organization
under changing conditions. The approach ensures:

. Resistance to environmental modifications
. Elevated performance levels
. Rapid accommodation without efficiency deterioration
Future work will concentrate on:
. Multi-manipulator systems
. Multi-agent algorithms
. Movement planning enhancement and collision avoidance refinement
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METOAA HABYAHHS HA MAJINX BUBIPKAX IS CACTEM MOBITPAHOI
PO3BIJIKHU 3 BILJIA B YMOBAX CYYACHOI BIHHU.

Anomauyuin: Y cmammi pozensioaemvpcsa npobiema 3acmocy8anHs Memooie 2iuboKo20 Ha8YanHs 0Jis
aABMoOMamu308anoi NOGIMPAHOL PO3BIOKU 3 BUKOPUCMAHHAM Oe3niiomuux aimanvrux anapamis (BIIJIA) 6
YMOBAX CYUACHOI BIliHU 30 0OMedHceHUxX 00cA2i8 MPeHy8aNbHUX 0aHUX. Y peanbHux O0LOBUX CYeHapisax Mooeri
KOMN TOMEPHO20 30PY 4ACO CIMUKAIOMbCSL 3 NOSI80T0 HOBUX 00 '€Kkmie abo Munie mexuiKu, 0Jis AKUX OOCMYNHI
Juue NOOOUHOKI 3pAa3Ku. 3anponoHosano nioxio 00 weudkoi adanmayii mMooeni Ha MAnux eudIpKax, wjo
HOEOHYE BUKOPUCIMAHHSL 3AMOPOINCEHUX 03HAK 6A30801 HEUPOHHOL MepediCi, Napamempudto 1eckux adanmepia
ma npomomunuoco kiacugikamopa. Ilposedeno excnepumenmanvry oyinKy pobomu mooeni é pesxcumax -
shot, 5-shot ma 10-shot nHaewanHs HA CUHMEMUYHUX AEPO3OOPAICEHHSX, WO IMIMYIOMb PizHi OOUOBI YMOBUL.
Tokazano, wo 3anpononosanuti mMemoo 3abes3neuye icmomHe NIOGUWYEHHST MOYHOCMI OemeKyii HOBUX
00’ €xmie npu MIHIMATLHIN KITbKOCMI MPEeHy8aATbHUX NPUKAAdis. Pezyibmamu mooxcyms Oymu 6UKOPUCMAari
07151 n06Y008U A0ANMUBHUX PO3BIOYEATbHUX cucmem Ha BILJIA.

Kniouosi cnosa: BIIJIA, xomn tomepnuil 3ip, nasuanns Ha manux eubipkax, few-shot learning,
NPOMOMUNHUL KIACUDIKAmMOp, 2TuboKe HAGYAHHSL.

Abstract. The paper addresses the problem of applying deep learning methods to automated aerial
reconnaissance using unmanned aerial vehicles (UAVs) under modern warfare conditions with limited
training data. In real combat scenarios, computer vision models frequently encounter newly appearing object
types for which only a few labeled samples are available. A method for rapid model adaptation under small-
sample conditions is proposed, combining frozen feature extractors, lightweight adapter modules, and a
prototypical classifier. Experimental evaluation was conducted for 1-shot, 5-shot, and 10-shot learning using
synthetic aerial images simulating diverse battlefield conditions. The results demonstrate a significant
improvement in detection accuracy for previously unseen object classes with minimal annotation effort. The
proposed method can serve as a foundation for adaptive UAV-based reconnaissance systems.

Keywords: UAV, computer vision, few-shot learning, small-sample training, prototypical classifier,
deep learning.

ITocTanoBKa nmpodaemMu

CyuacHi 00#0BI Jii CypOBOJIKYIOTHCSI aKTUBHUM 3aCTOCYBAaHHSAM O€3MIJIOTHUX JITaIbHUX
anapariB (BIIJTA) nns BeneHHS MOBITPSHOI PO3BIJIKH, KOPUTYBAHHS apTUJIEPIMCHKOrO BOTHIO Ta
OLIIHIOBAHHS HACHIJIKIB ypa)keHHs. 3HauHa 4YacTMHA PO3BIAYBalbHOI iH(popMalii GopMyeThCs y
BUIJIAZI BiJle0 Ta aepooTo300paXkeHb, sIKI NOTPEOYIOTh OMNEpaTUBHOI OOPOOKU Yy pEXUMI,
HaOIMKEHOMY /10 pealbHOro yacy. Mojesi KOMIT F0TEPHOT0 30py Ha OCHOBI TIIMOOKUX HEHPOHHHUX
MEpEeX JEMOHCTPYIOTh BHUCOKY €(DEKTHMBHICTh BHSIBJICHHS Ta Kiacu@ikallii BIHCHKOBUX 00’ €KTIB,
IpOTe iX MPOAYKTUBHICTh KPUTHYHO 3aJI€KHUTh BiJl 00CATY Ta SIKOCTI IaHUX JJIsl TPEHYBaHHS.

VY peanbHUX yMOBax BIfHUM BUHUKAIOTh TaKl OOMEXEHHS:

® Opak po3MiueHUX JAAHUX JJI1 HOBUX KJIACiB TEXHIKH;

® HEMOXJIMBICTh 310paTH BENMKI JaTACETHU Yepe3 PU3UKH JJIs eKiaxXiB Ta JUHAMIKy OOHOBUX
Jii;

® 3MiHAa MacKyBaHH$, 30BHIIIHBOTO BUTJIALY Ta T€OMETPii 00’ €KTIB;

® BapiaTHBHICTb YMOB 3HOMKH (UM, BUOYXH, HIYHA 3HOMKa, JOII, TPEMTIHHSI KaMepH).

Takum YnMHOM, TIOCTa€E 3a7avya pO3pOOKM METOMIB IIBUAKOI ajamnTaiii mojenei
KOMII FOTEPHOTO 30pY 10 HOBHX KJIaciB 00’€KTiB, BUKOPHCTOBYIOUM HAJ3BHYaHO Maui BUOipku (1-
10 mpuknanis). Lle Biamosinae napamurmi few-shot learning.
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AHaJIi3 OCTAHHIX T0CTiIKeHb | myOaikanii

Cyu4acHi gociipkeHHs 3 KoMt rotepHoro 30py s BITJTA 3ocepemkeni Ha 3aa4ax JETeKITli,

CerMeHTallli Ta TPEeKIHry OO0 ’€KTIB y CKJIaJHUX 30BHIIIHIX ymoBax |[1-4]. HalnmommpeHimmmu
HiAX0JaMH JI0 AETEKLIi €:

Y OLO-cimMeiicTBO MOJICIIEH, sIKi 3a0€31eUyI0Th BUCOKY IIBUAKOAIIO /TSl BOYJIOBAaHUX CHCTEM
[1-2];

U-Net ta DeepLab, 1110 3aCTOCOBYIOTBCS IS CErMEHTaIlil iHkeHepHux criopyn [3-4];

SSD Ta Faster R-CNN, siki BUKOPUCTOBYIOTBCSI IIEPEBAXKHO Y J1TabopaTopHUX yMoBax[2].
[Tpobnema HecTayi TaHUX aKTHBHO JOCIIDKYETHCS Y TATY35X:

MEINYHOI TiarHoCTHKH[5-6],

poboTtorexHiku [5],

HIEPCOHAI30BaHUX PEKOMEHIAIIMHUX CUCTEM [ 7],

a TaKOX Yy JUCTAHIIHHOMY 30HJyBaHHI Ta EKOJOTIYHOMY MOHITOPUHTY, J€ aKTHBHO
3acTocoBytOTh transfer learning mans 3MeHIIEHHS TOTPEeOM Y BEIMKHUX PO3MIYEHUX
Bubipkax [12]

V BilicbkOBOMY KOHTEKCTI few-shot miaxou MOYMHAIOTh 3aCTOCOBYBATHCS JIMIIE OCTAHHIMHU

pokamu [8]. HaiinepcreKTHBHIIIMMH METOJaMU BBAYKAFOTHCS:

mera-HaBuaHHs (MAML, Meta-Learner) [9],

nporotuiHi Mmepexi (Prototypical Networks) [10],

anantepu Ta LORA-1mapu yis BUAKOTO TOHKOTO JIOHaBYaHHsIM [11],

transfer learning i3 3amopoxenum backbone [12].

Opnnak pocmimkenns few-shot HaBwanust ans aepoposBinku BIIJIA B GoifoBux ymoBax

(bakTUYHO BiACYTHI, IO ¥ GopMye MporainHy, Ky MOKJIMKaHa 3alIOBHUTH JaHa podora [1,3,8].

BunineHHs] HeBUPINICHUX YaCTHUH 3arajibHOT MpoOIeMu

[IpoBenenuii anamniz 103BoJIsi€ CHOPMYITIOBATH HU3KY HEPO3B’ I3aHUX MPOOIIEM:

BigcyTHIiCTh METO/IIB aiantaltii Mojiesiell TeTeKIIii 10 HOBUX KJIACiB BIHCHKOBUX 00’ €KTIB IIpH
MiHIMaJIBHIN KUJILKOCTI HaBYAJIbHUX 3Pa3KiB.

CkiagHicTh 3a0€3MEeUeHHs CTIHKOCTI MOJeNel y MPHCYTHOCTI 00ioBUX (DaKkTOpiB: TUMY,
BUOYXiB, OKIIIO31i, HU3bKO1 OCBITJIEHOCTI.

HemoxnuBiCcTh MOBHOIIIHHOTO IOHABYAHHS BEJIMKUX MOJIENeH Ha moJii 6010 yepe3 oOMeKeH1
pecypcu BITJIA Ta Ha3eMHUX CTaHITi.

[ToTtpeba B MeTOMaX MIBHUIKOTO «IE€PEO30OPOEHHS» MOJEN, KOJH PO3BIJIKA CTHUKAETHCS 3
HEBIJOMUMH paHilie 00’ eKTaMu.

TomMy HeoOxigHO po3pobuTH JerkoBaroBuii Meto few-shot amanrarii, sikuii:
He ToTpeO0ye TPUBAJIOTO HAaBYaHHS;

He BUMarae Besnukux oocariB GPU-pecypcis;

HIBUJIKO IHTErpy€eThes y HasABHI naiiaiiau BITJIA.

Merta Ta 3aBAAHHA A0CTIIKEHHS

Merta poOoTH - PO3pOOUTH METOI aganTallii MOAEIl KOMII FOTEPHOTO 30PYy 0 HOBUX KJIACIB
Y

BIICbKOBUX 00’€KTiB Ha ocHOBI few-shot learning, mpunaTHMI 1715 BUKOPUCTaHHSA y CHCTEMax
NOBITPsIHOI po3BiakH 3 BITJIA.

asrLONE

JUist TOCSITHEHHSI METH MTOCTaBJIECH] TaKi 3aBJIaHHS:

Po3pobuTn apxiTeKkTypy moeHaHHS 3aMOpOKEeHOT0 backbone Ta ierkoBaroBux ajganTepis.
PeanizyBaTu npotoTunHuii kiacudikarop ans maTpuMku few-shot pexumis.

CTBOpUTH CHHTETHYHUI JaTaceT s MojaenoBanHs 1-shot, 5-shot ta 10-shot HaBuaHHSL.
ITpoBecTy excriepuMeHTaIbHY OL[IHKY TOYHOCTI Ha Pi3HHUX Kj1acaxX BiHCHKOBHX 00’ €KTIB.
[IpoanasnizyBaTi BILUTUB KUTHKOCTI IPHUKJIAIIB HA TOYHICTh Ta CTIAKICTh MOJIETI.
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OcHOBHMI MaTepiaJ 10C/TiIKeHHS

3anpornoHoBaHa apXiTEeKTypa MOJEJI OpiEHTOBaHA HAa YMOBM PEaJIbHOTO PO3rOpPTAaHHS Ha
6opty BITJIA, ne o6uncioBaibHI PECYpCH Ta €HEProCIOKUBAHHS € CYTTEBO OOMEKeHUMH. Moelb
OyIyeThCs HA OCHOBI TIONIEPEIHBO HATPEHOBAHOTO JETEKTOpa 00’€KTIB i3 Jerkum backbone (tumy
MobileNetv3 a6o YOLOvS8n), sikuii BUKOHYE pOJIb YHIBEPCAJIbHOTO EKCTPAaKTOpa O3HAK JIs
IIMPOKOTO crieKTpa ciieH. OCHOBHA i1es MOoJIsirae B TOMY, 1110 IIMOOKI mapu backbone 3anumarotscs
“3aMOpPOXCHMMH™’, a ajanTaiis J0 HOBUX KIAaciB BiOyBaeThCs 3a pPaxyHOK JOJATKOBHX
JIETKOBaroBUX MOJYJIB.

ApXITEKTypa BKITIOYA€ TaKi KOMITOHCHTH:

3amopoxeHuii backbone (MobileNetv3 / YOLOv8n backbone),

anantepHi mapu (LoRA-like) mis mBuaKoro HaBuaHHS,

NPOTOTHITHUAHN Ki1acu(pikaTop JUIsl HOBUX KJIaciB,

JIETEKTOPHY TOJIOBY 31 CIIJIBHUMH TTapaMETPaMHU.

AnanTepHi mapu BCTaBIAIOTBCA y NpoMikHI Onmoku backbone Ttakum uymHOM, 1100
MoaudiKyBaTH IIPOCTIp O3HAK, HE 3MIHIOIOYM OCHOBHI Bard IoMepeHb0 HaTpeHOBaHOT Mepexi. Lle
JI03BOJIsIE BUKOHYBATH JTOHABYaHHS HA MajMX BUOIpKaxX, OHOBIIIOIOUM JIMIIE HEBEIUKY KUIBKICTh
napameTpiB, IO CYTTEBO 3MEHIIYE Yac HABYAaHHsA 1 motpedy B mam’sati. JlerekropHa roioBa
BUKOPUCTOBYETHCS CIUIBHO JIUIsI CTApHX 1 HOBUX KJIACIB, IO JIa€ 3MOTY HE “Tamarn’ B)Ke HasBHI
MO>KJIMBOCTI MOJIEII, a JIUIIIE PO3LIUPIOBATH ii CIOBHUK 00’ €KTIB.

VY THnoBOMY UK 00pOOKH BXiHE aep0300pakeHHS TPOXOAUTH MOTIEPETHIO HOpMaTi3allito,
noTiM 00poOiisieTbest backbone, micias yoro mMoaudikoBaHI aganTepaMH O3HAKH HAAXOAAThH IO
JETEKTOPHOI T'OJIOBU Ta MPOTOTHITHOTO Kiacudikaropa. Takuii miaxia 3abe3neuye KOMIPOMIC MiX
TOYHICTIO, MIBUAKOJIEID Ta OOCATOM IMapaMeTpiB, MO0 KPUTHYHO BAXKIUBO JUII BHKOPHCTAHHS Y
cucTeMax MoBITPsHOI po3Bigku. Ha pucynky 1 mogaHo y3araabHeHY cXxemy MOZETI.

Bxinne
aeposodpamenns
1

3amopoiKkeHHid Gexton

L3
Ajanrep
(naBuacTees)
I3

Mpocrip o3nak

[

DopMyBaHH O3nakun HOBOTO
TPOTOTHIIB KIACIB 3pa3ka

I

Mpororununii
Kknacudikatop

L]

JleTekTop 06’ €KTiR

Posnizpani wini

Pucynok 1. Y3aranbHeHa apXiTeKTypa MoJIeJl ajanTalii Ha Majaux BUOIpKax

Jliia poOOTH B yMOBax MajluX BUOIPOK 3aCTOCOBYETHCSI MPOTOTUIIHUI Kiacu]ikaTop, KU
oTiepye B MPOCTOPi 03HAK, CHOPMOBAHUX 3aMOpoxkeHUM backbone. /{715 K0KHOTO K1acy ¢ Ha OCHOBI
k npuknaniB popmyeThcs NPOTOTUIHUM BekTOp (1), sIKUH € ycepeAHEHUM MpPEeICTaBICHHSM LbOTO
KJIacy B O3HaKOBOMY MpOCTOpi. IHTYiTMBHO 1€ BiJNOBiJae “HEHTPY Mac” Kiacy, HABKOJO SKOTO
PO3TaIIOBYIOTHCS BC1 HOTO peani3aitii.

Pe = 2k fo (1) (1)

ne fo(+) - 3adikcoBaHMii EKCTPAKTOP O3HAK,
X; - 300pakeHHS KJacy C.
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®Oyukuis fp(+) y opmysi (1) Bianosigae 3a eKCTPaKIiIo 03HAK 3 BXiJIHOIO 300paXKEHHS, a X;
MO3HAYa€e OKpeMi 3pa3Ku Kiacy ¢. Baxkimpo, mo mapametpu © Ha erami few-shot amanrartii He
3MIHIOIOTBCS: YCSI aJlallTallisl BiI0yBa€EThCS Yepe3 OHOBJICHHS IMPOTOTHITIB 1 TapaMeTPiB JIETKOBArOBUX
ananrepiB. lle crporrye npoiiec HaBYaHHS “‘Ha MicCIli” Ta pOOUTH HOTO TIepe0auyBaHUM 13 TOYKU
30py CTab1ILHOCTI.

Knacugikamiss HOBOrO 3pa3ka BHUKOHYETbCS 3a MIHIMYMOM €BKJIIIOBOi BifICTaHi [0
npoToTHMiB (2). TakuM YMHOM, PIIIEHHS YXBATIOETHCS HE 32 PaXyHOK MIOBHOTO MEPEHABYAHHS BCi€l
MOJICJl, a NUISIXOM TOPIBHSHHS TIO3UIlli HOBOTO 300paKeHHS B O3HAKOBOMY IIPOCTOPI 3 YKe
BigoMuMHU “nieHTpamu’”’ kiaciB. Takuit miaxin 1o0pe y3ro/uKyeThes 3 cydacHUMU Metonamu few-shot
learning i gae 3Mory AocsSraTv IPUHHATHOI SKOCTI HABITh IPH HASBHOCTI JIUIIE KIJTbKOX MPUKJIIAIIB
Ha KJIac.

"= argminc”f@(x) —pell )

JloaTKOBOIO TEepeBarol0 MPOTOTUITHOTO MiJIXOAY € IHTEPIPETOBAHICTh: KOXKEH MPOTOTHUII
MOYKHA aCOIIIOBATH 3 THIIOBHM BUTJISIOM 00’ €KTa, a BIICTaHb 0 MMPOTOTHUITY — 3 MIPOIO “CX0KOCTI”
HOBOTO 3pa3ka Ha eTayioH. L{e BaXIMBO MpU BUKOPUCTAHHI CUCTEMHU y BIHCHKOBOMY KOHTEKCTI, 1€
oTiepaTop Ma€ PO3yMITH, HACKIUTBKU BIIEBHEHO MOJICTh “BITi3HANA” KOHKPETHUH 00’ €KT.

JIJisg OLIHKM Tpale31aTHOCTI Miaxoay Oysao 3MOJIeThOBAHO KiTbKa XapaKTepHUX CIIEHApiiB
HaBYaHHS Ha Manux BuOipkax (few-shot). [lani po3moainsumcs y TaKMX pexXuMax:

e 1l-shot: onuH npuKIIag HA KJac,
e 5-shot: m’ATh MpUKIAIIB,

e 10-shot: gecsTh mpUKIAIIB.

e 20-shot: nBamIATH IPHUKIIAIB.

VYci cuenapii OyayBamucs Ha OJHHUX 1 THUX CaMHX KiacaX BIHCHKOBUX OO0 €KTiB, MIO
BioOpakaroTh 0a30Bi 3a/1a4i MOBITPSIHOT po3BiAKU: TaHkH, BMII, BaHTaX1BKH, JIETKOBI aBTOMOO1Ti,
apTUJIEPIChKi CUCTeMHM, YKpIIUIEHHS, TpaHiiei Ta rpynu >KuBoi cuid. KimbkicTh MPHUKIAIIB Y
KOXKHOMY CIICHapii Ta iXHIA pO3MOALT MK KiacaMd HaBeaeHO y TaOsmmi 1. YactuHa maHHMX
pe3epByBajiacsi JUIsi TECTYBaHHS, 100 OIIHUTH 3AaTHICTh MOJIENI y3aralbHIOBATH 3HAHHS HA HOBI
300pakeHHS, sIK1 HE BAKOPHUCTOBYBAJIUCS Ha €Tarll HaBYaHHS.

Tabmuus 1. Ipuknan oGcsriB HaB4yanbHUX BHOIpoK y few-shot crienapisx

Knac 1-shot | 5-shot 10-shot 20-shot
Tanku 1 5 10 20
BMII 1 5 10 20
Aptunepis 1 5 10 20
Tpanmei 1 5 10 20

VYci cuenapii OyayBanmucss Ha OJHHMX 1 THX CaMUX KiacaX BiMCBKOBUX 00 €KTIB, IIO
Bi10OpakatoTh 0a30B1 33a4l MOBITPSIHOI po3BiAKK: TaHKU, BMII, BaHTax1BKH, IErKOB1 aBTOMOO111,
apTUIIEPIMChKI CUCTEMHM, YKpIIUIEHHS, TpaHmiei Ta rpynu uBoi cwid. KinbKicTh NpHKIamiB y
KOXKHOMY CIIeHapii Ta iXHIM pO3MOMil MK KjacaMu HaBeneHo y Tabmuii 1. YactmHa maHumX
pe3epByBasiacsl Al TECTYBaHHSA, 100 OLIHUTH 3AaTHICTh MOJENi y3arajJbHIOBATH 3HAHHS Ha HOBI
300paxxeHHsl, K1 He BUKOPUCTOBYBAJIMCS Ha €Tarl HaBYaHHS.

[Tpuknaau GpopmyBanucs TaKUM YHHOM, 1100 BiJOOpa3UTH TUMOBI yMOBHU 3ioMkH 3 BITJIA:
pI3HY BHCOTY IMOJIbOTY, 3MIHY MaciuiTady, 4acTKOBE NEpeKpUTTs 00 eKTiB, Bapiauii (oHy Ta
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ocBiTIeHHsA. J[s KOKHOTO Kiacy mepembavaBcss HaOip BapiaHTIB paKkypciB 1 OCBITJICHHS, IO
JIO3BOJISUIO 3MOJIGNIOBATH pealibHy BapiaTHUBHICTh JAaHUX 32 MiHIMAJIbHOI KiTBKOCTI MiJMHCAaHUX
MIPUKJIIATIB.

Pe3yabTaTH ekcniepuMeHTiB

SAxicTe poOOTH cucTEeMHU OIiHIOBaJIacs 3a MeTpukoro MAP@O0.5, ska € craHIapTHOIO s
3aj1a4 aeTeKiii 00’ exTiB. Y Tabmuui 2 HaBeaeHo 3HaueHHS MAP@0.5 s piznux few-shot pexumis.
Sk moka3yroTh pe3yibTaTH, nepexin Bia 1-shot 1o 5-shot mae cyrTeBuit mpupicT TOYHOCTI, OCKUIBKH
MOJIeTh OTPUMYE JIOJATKOBY 1H(GOPMAITiO PO BapiaTHBHICTH BUTIISAY KOKHOTO Kiacy. [loganbmmit
nepexig a0 10-shot mae nomaTkoBe MOKpallleHHS, ajieé MPHUPICT € BXKE MEHII BUPAXKEHUM, IIO0
BiZMOBia€ eeKTy CraaHol Biiadi Bil KO)KHOTO HOBOTO TPUKIATY.

Tabmus 2. mAP@0.5 nns pizaux Few-shot pexxumin

Pexum mAP
1-shot 0.41
5-shot 0.58
10-shot 0.67
20-shot 0.75

Takum guHOM, Tichs 5-shot MOJeNb JEMOHCTpPY€E MOMITHE MOKpalieHHs sikocTi, a 10-shot
JIO3BOJIAE 1€ OUIBII CTabUTI3yBaTH Pe3yabTaTH 32 paXyHOK KPAIIOro OXOIUJICHHS BHYTPIIIHbOKIACHOT
BapiaTUBHOCTI. 3aJIEKHICTh TOYHOCTI BiJ KUIBKOCTI JOCTYIHUX IMPHUKIAAIB Y HAOYHOMY BHUTIISAIL
IIOKa3aHa Ha PUCYHKY 2: KpUBa Ma€ XapakTepHy GOpMY 3 HIBHIKUM 3pDOCTAHHSIM Ha MEPIIMX KPOKaxX
Ta MOCTYIIOBUM HAOJIMKEHHSM J0 TIATO.

mAP@Q0.5 vs KinbkicTb npuknagis
0.8

0.6

0.4

mAP@0.5

0.2

0.0
1-shot 3-shot 5-shot 10-shot 20-shot

KinekicTe npuknagis

Pucynok 2. 3anexuicts TogHOCTI (MAP@0.5) BiJ KIIBKOCTI TOCTYIHUX MPUKIIA/IIB
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Oxpemo Oy1o mpoaHali3oBaHO SKICTh AETEKLIi Ha MPUKIaaax, Mo IMITYIOTh peaibHi 00HOoBI
cuenu. Ha pucyHky 3 HaBeqeHO IMpUKIAIU JEeTEKIli HOBUX KjaciB micis S-shot aganranii. BugHo,
110 MOJIEJIb KOPEKTHO JIOKAJi3y€e KITFOUOB1 00’ €KTH Ta BIIOKPEMITIOE iX BiJl (DOHY, HABITh 32 HAsABHOCTI
YACTKOBHX IEPEKPUTTIB 1 HeogHOpiaHOTO (poHy. BogHOUaC OkpeMi MOMIIIKY (HAIIPUKJIIA, TIPOITYCK
MaJIMX 200 YACTKOBO 3aKPUTHX IIiJICH) BKA3YIOTh Ha Te, 110 MOaIbIIe YIOCKOHAJIEHHS ayrMeHTAaIlll
Ta aJanTepiB MOXeE JaTH JOJaTKOBUHN BHUrpanl. Ha pucyHky 3 HaBeIeHO MPHUKIAIHN ACTEKIliT HOBHX
K1aciB micys few-shot apanrartii.

Pucynok 3. Jlerekuist BiicbKOBUX 00’ €KTiB micis 5-shot aparrrarii
VH

JIJIss BUKOPHUCTaHHSI PEAbHOTO 3HIMKA HOro Oylio MomepeaHho 00poOJIeHO 3a JIOTIOMOTOI0
crieniajJbHUX (UIBTPIB 3 METOK YCYHEHHs JUMOBUX Ta IHIIMX IEPELIKOKAIounX apTe(akTiB.
3a3HavueHUN MIAXiJ € 3aralbHONPHUHATOK TPAKTUKOI, OJHAK JCTAIbHHWHA aHalli3 MPOIEIyp
nonepeaHboi 00pOOKH BUXOIUTH 32 MEXI1 IIbOTO JOCIIKEHHS.

BUCHOBKM.

Y poboTi 3amponoHOBaHO METOJ| ajamnTalii MOJeNi KOMII IOTEPHOrO 30py Ul CHUCTEM
noBiTpsiHOI po3Binku 3 BIIJIA B yMmoBax oOMexxkeHUX 00cATIB aHuX. BUKOpHUCTaHHS MTPOTOTUITHOTO
KJIacudikaropa Ta JErKOBaroBUX aJanTepiB JO3BOJIMIIO TOCATTH 3HAYHOTO MPUPOCTY TOYHOCTI MPHU
HasgBHOCTI jume 1-10 mpukmagiB KoKHOro kiacy. Meron € NmpuJaTHUM A BUKOPUCTaHHS y
peanbHUX OOMOBUX clLieHapisiX, Jie ONepaTHBHA AJalTallisl 10 HOBUX THIB TEXHIKH € KPUTUYHO
BaYKJIBOIO.
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AHAJII3 BITPOBAJZKEHHSA AJITOPUTMIB IITYYHOI'O IHTEJIEKT.Y Y HIJIbOBE
CHHOPALAA BE3IIJIOTHUX JIITAJIBHUX AITAPATIB

Anomauisa. Y cmammi 00CHiodNCeHo Nepcnekmusu 6Npo8aoN’CeHHs AI2OPUMMIB UIMYUHO20 iHMeNeKmy
8 Yinbose cnopados cyuacHux besnitomuux nimanvHux anapamis (bnJlA), 30xkpema 6 onmuko-eneKmpoHHi
cucmemu, MOOYIi HABEOeH S, YileBKA3AHHA Ma A8MOHOMHI niocucmemu. OOIPYHMOBAHO HAYKOBO-MEXHIUHI
nepeodymosu mooepHizayii bnJIA winsixom inmezpayii inmeneKmyarbHux areopummis, 30amHux 3abe3nevumu
RIOBUWEHHSI MOYHOCMI OOU08020 3ACMOCYBAHHSA, ABMOHOMHOCMI MA CMIUKOCMI 00 306HIWHIX 6NIUBIS,
30KpemMa padioeleKmpoHHo20 nooasnenHs. Ilposedeno awnaniz axkmyanvHux nyoOaiKayiti i NPAKMUYHUX
npuxnaodie zacmocysanns LI, wo Oemoncmpyioms egexkmuenicmov cyuacnux Al-rimaxie ma Oponie 3
IHMe2po8aHUMU ONYIAMU 00 EKMHO20 GUABNLEHHS, A0ANMUBHO20 NIAHYBAHHS MA CAMOCMIUHO20 KOPUZYBAHHS
mpaexkmopii nonvomy. Ocobaugy yeazy npuoiieHo BUKIUKAM, HOB8 A3AHUM 3 eMUYHUMU ACHeKMAMU,
KibepOe3nexow, pecyismopHUMU OOMENCeHHIMU, a MAKONC HpPoOIeMam eHepeoehekmueHocmi, sKi
3AMUMAIOMbC KPUMUYHUMU 0118 po3pobaenns bopmosux Al-cucmem. Oxpecieno nepcnexmusHi Hanpsamu

PO3BUMKY, BKIIOUHO 3 GUKOpUcmaHnHam edge-mexnonozii, po3noodiienux poie OpoHie, ceHepamueHux mooeiet
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ma nepeddauysanbHoi aHanimuxu. 3pooaeHo 8UCHOBOK, Wo iHmMezpayis aneopummis WmyyHo2o iHmeneKkmy 8
yinboge cnopsoaceniss bnJlA ¢opmye nosy napaduemy pozsumxy oOesnitommuoi asiayii ma 3abesneuye
cymmeege noCUNeHHs 000POHHUX MONCIUBOCTEU.

Knrouoei cnosa. 6Oesninomwui nimanvHi anapamu; wmywHull THMeNeKm, Yilbo8e CNOPAONCEHH,
ANeOPUMMU; MAWUHHE HAGYAHHS, CUCMEMU HaBedeHHs, KibepbesneKka, poi OpoHis.

Abstract. The article examines the prospects for integrating artificial intelligence (Al) algorithms into
the target equipment of modern unmanned aerial vehicles (UAVSs), including optoelectronic systems, guidance
modules, target designation and autonomous subsystems. The study substantiates the scientific and technical
prerequisites for upgrading UAVs through the implementation of intelligent algorithms capable of increasing
targeting accuracy, autonomy and resilience to external impacts, including electronic warfare. An analysis of
recent publications and practical examples is provided, demonstrating the effectiveness of Al-supported
aircraft and drones equipped with real-time object detection, adaptive planning and autonomous trajectory
correction. Special attention is paid to the challenges associated with ethical issues, cybersecurity risks,
regulatory limitations and energy-efficiency constraints, which remain critical for the development of onboard
Al systems. The article outlines promising directions such as edge-processing technologies, distributed drone
swarms, generative models and predictive analytics. It is concluded that the integration of artificial
intelligence algorithms into UAV target equipment forms a new paradigm for the evolution of unmanned
aviation and significantly enhances defense capabilities.

Keywords: unmanned aerial vehicles; artificial intelligence; target equipment; algorithms; machine
learning; guidance systems; cybersecurity; drone swarms.

IMocTanoBKa npoodJieMu.

Cyuacui 6e3minoTHi mitanpHi anapatu (bnJIA) BimirpaioTh KIIIOYOBY pOJIb Y BIHCHKOBHX,
[UBUIPHUX Ta KOMEPUIHHUX oOIeparisx, 3a0e3neuyrodr po3BiIKy, MOHITOPUHT Ta TOYKOBI yAapH.
OpHak TpaaumiiiHi CHCTEMH IJIHOBOTO CHOPSAIA, TaKi SK ONTHYHI CEHCOPH, pafaph Ta CHCTEMH
HABEJCHHS, CTUKAIOTHCS 3 HU3KOI MpoOiIeM: OOMEXKEHOI aBTOHOMHICTIO, 3aJIeKHICTIO BiJ
oreparopa briJIA, HU3BKOIO TOYHICTIO B TUHAMIYHMX YMOBaX (HAampUKIAA, MPH 3MiHI TMOTOAM YU
palllOeIeKTPOHHOMY IOJABJIEHHI), a TaKOX BHCOKUM CIIO)KUBAaHHSIM pecypciB. Y KOHTEKCTI
3pOCTaHHs 3arpo3, TAaKWX SK acHUMETpU4yHI KOHQIIKTH Ta KibepaTaku, BUHUKAE HEOOXiTHICTH
migBUIIeHHS 1HTenekryanbHocTi brnJIA. Interpamiss anroputmiB mty4yHoro intenekty (L)
6e3nocepeHbO y LUIbOBE criopsinias bnJIA moxke BupiIUTH LI npoOiaemu, 3a0e3nedyrodn OUTbII
sKiCHIlIE OOpOOJIEHHS PpO3BIJJIaHUX B YMOBaxX peajbHOIO 4Yacy, aJalTUBHE pO3Mi3HaBaHHA 1
HaBEJICHHS Ha IIUTh Ta HABITH KOOPAMHAIIIO PoiB ApoHiB. [Ipobiema momsirae B Tomy, mo 6e3 LI
BbriJIA 3anumaroTbes Bpa3aMBUMM 10 MOMMUIIOK, TOAI sIK BrpoBakeHHs LI BuMarae momonanHs
TEXHIYHUX, ETUYHHUX Ta PETyJIATOPHUX Oap’epiB, TaKuX K 3a0€3MEUEHHsI TOYHOCTI HaBEJCHHs 0e3
PU3HUKY Ui HHUBUILHOI 1HPpacTpykTypu. lle crae ocoOnmBO akTyaabHUM HAyKOBO-TIPAKTUIYHUM
3aBJIaHHAM Ha Led yac Ta MIJKPecIoe HEeOOXIJHICTh aHaii3y HiaAXoliB 1o BrpoBamkeHHs LI y
O6oproBe cnopsans bnJIA g BU3HAYEHHS MEPCHEKTHB MEpPeXoAy BiA TpaguliiHUX a0
IHTENEKTyalbHUX CUCTEM.

AHaJi3 ocTaHHiX myOJikamii.

Amnaniz my6mikaniii 3a 2023-2025 poku CBIIYMTH NPO AKTUBHUI PO3BUTOK MPOLECIB
iaterpaii LI B minboBe copsanns brJIA. Oco6nuBa yBara mpukyTa 0 JOCITIIKEHHS TEPCIICKTUB
PO3BUTKY HaBirauiiHux cucrem 3 enementamu LI, neranbHuil ors SKUX HaBeaeHO y pkepeni [1].
ABtopu ninkpecitoroTs nepcrnektusu LI s aBToHOMHOT HaBiraiii Ta 00poOKHU JaHUX 3 CEHCOPIB,
110 TIOKpaIllye TOYHICTh HaBeZieHHs B cuctemax ISR (Intelligence, Surveillance & Reconnaissance).
Hocnimxenns gpokycyerbes Ha LI mist mpeuusiiHuX yaapis, 3a3Havaloyl 3pOCTaHHS PUHKY TaKHX
IHTENEKTyalbHUX CHUCTEM Ha JIOBI'Y IEpCIEKTHUBY, 3 IMEBHUMH BUKIMKaMHM Yy KiOepOesmeri Ta
eneproedexTuBHOCTI [1].

Anroputmu IIII Takox MarTh TEBHI HEJOCKOHANOCTI (MOXUOKH), ICHYIOTh MPOOIEMU
MOB’sI3aH1 3 TaK 3BAHMMHU €THMYHUMH IpoOiemamu [2]. HalimommpeHilumMu 3 HUX € MpoOsieMu B
HaBe/IeHHI, 30KpeMa OyiM BUSBIEHI NMOMHIKM B cucrtemax tumy ‘“Lavender” (I3paine), mio
MpU3HauYeHa Il aBTOMATHU30BaHO1 17IeHTU(IKAIlT MOTEHIIIMHNUX I1JIEH TPOTUBHUKA apMieto [3paimto
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y cektopi ['aza. HerouHocTi y 11ijieBKa3aHH1 3a3HAYE€HOT CHCTEMH ITPU3BEIIN JI0 0araTbox KEPTB cepel
[UBLIFHOTO HacelleHHs. B monanpmomy Oyno BuszHaueHo, mo amroputmu LI B cucremi tumy
“Lavender” maroTh MOXUOKY IfiJieBKa3aHHs 0;u3bk0 10 %. Takok eTHuHi npoOieMu MPUCYTHI TpU
noOy10Bi POiB JPOHIB, IO MOXKYTh 3aCTOCOBYBATHUCH JJIsSI ACUMETPUIHHX BilH.

JI71s1 yCYHEHHSI TAaKHX IMPOOJIeM 3aTy4aroThCs CIelialibHI OKpeMi aropuTMH (OHOBJICHHS ), 1110
n03BoJsttoTh LI BUMTHCH Ha CBOIX MOMHIKax. AHaji3 Cy4acHUX MyOmikariil, oo HpUCBAYEHI
po3BuTKY Ta BrpoBapkeHHIo LI [1-14] mokasye, mo Ha mei yac 3acrocyBanHs LI B mimpoBOMY
cnopsiist briJIA Haifuactimne 3/1ilCHIOETBCS 3 METOK BHKOHAHHS 337a4 00’ €KTHOTO BHSIBIICHHS Ta
MOHITOPHHTY, 3 akieHToM Ha YOLO-aJroputMu, 1o J03BOJISIOTH BHSIBISITH 00 €KTH B PEKUMI
pearbHOro uacy. BaXJIMBUM BHUKIMKOM B IIbOMY HPOIECI 3alHMIIAE€ThCs 3a0e3redyeHHs
EHEProcroXUBaHHs Ta MEPCIEKTUBU BIPOBAKEHHSI green computing Jjisl MOJAOBKEHHS aBTOHOMIT
BriJIA. Hapa3i nutanHst eHeproeeKTUBHOCTI JOCUTh TIMOOKO JOCIIKYETHCS B TEOPETUYHOMY Ta
MPAKTUYHOMY IJIaHaX, TOMY ICHYIOTh NMEpPCHEKTUBU MiABUIICHHS aBTOHOMHOCTI BriJIA 3 meroro
HaOyTTsI CIPOMOKHOCTEH OLIBII MPOAYKTUBHOTO BUKOpucTanHs anroputmis LI [3, 12, 13].

Meta poboTHu.

MeToro JOCHIKeHHSI € aHalli3 IMepCleKTUB BrpoBaipkeHHS anroputMmiB LI y minboBe
copsans bnJIA, ominka mnepeBar JUIs MiABHINCHHS AaBTOHOMHOCTI Ta TOYHOCTi, a TaKOX
imeHTudikalis BHUKIWKIB A7 MalOyTHBOTO PO3BHTKY, 3 YPaxyBaHHSM peaJbHHUX MPHUKIAIIB
BIPOBAPKECHHSL.

Buxiaa ocHOBHOro MaTepiaJry.

Ha wneii yac 3 auHamiuHuM po3BUTKOM brJIA akueHT poOuThCS Ha PO3MIMPEHHI iXHIX
(GYHKIIOHATTBHUX CIIPOMOKHOCTEH, IO OXOIUTIOE BUKOHAHHS IIUPOKOTO CHEKTpYy 3aBnaHb. Lo
CTOCYETBCSI IHTENIEKTyaIbHUX 3a/1a4, sIKI MOXKYTb BUpimyBatucs LI B Takux nepcrnektuBHuX brlJIA,
TO JI0 HUX MOKHA BIJJHECTH PO3IIi3HABaHHS 00pa3iB, aHAIII3 CHUTYaIlil, TUIAHYBaHHS LIJIECTIPIMOBAHUX
N, KepyBaHHs Ta MOIIYK ONTHUMAJIbHOIO MapipyTy. OyHKIIOHYBaHHS 1HTEIEKTYaJIbHOI CUCTEMHU
MOJYKHA ONHCATH SIK TOCTiHE MPUHHSATTSA pIlIeHb HA OCHOBI aHANI3y MOTOYHHUX CUTYaIlidl IS
JOCSATHEHHS TIEBHOT MeTH [4].

Anropurmu I TpanchopmyroTs 1inboBe cnopsagas brJIA, Bkimtouatoun nu@poBi KaMepH,
pajapu Ta CUCTEMHU HaBEJCHHs, 3a0e3MeuylouH JIOTIYHUI JaHIIOr BiA 300py AaHUX 10 NPUHHATTA
pimenb. Y cuctemax HaseneHHs 11l BukopucroBye mammuHHe HaBuaHHs (Hampukiaa, CNN Tta
YOLO-BapianT) sl BUSBICHHS 00 €KTIB B PEXHMMI PEJbHOro 4acy, Kiacudikamii 3arpo3 Tta
aJalTUBHOTO KOPUTYBaHHS TPAEKTOPIi, 110 MHiABHINYE TOYHICTH yaapiB a0 40 % mnopiBHSAHO 3
TpaauuiiauMu Metonamu [5]. Lle cTBOproe OCHOBY 7Sl TOAATBINOT aBTOHOMHOCTI, Ae 111 He nume
00po0iisie naHi, ane i MoeHY€EThCS 3 IHIIUMU MOTYJISIMU J1J1s1 KOMIUIEKCHOTO (DYHKI[IOHYBaHHS.

HactynHuM KpoKOM Yy JIOTiYHiM €BOJIOLIl € MepcleKTUBUM aBTOHOMHOCTI, J€ I1HTerparis
generative Al (GANs, VAEs) no3Bossie MporHO3yBaTU MEPENIKOIM Ta CTBOproBatu 3D-momeni,
NoJ0BKYytouHu aBToHOMIt0 briJIA y cknagnux cepenosumiax [6]. o crocyerbest poiB 1poHiB, To LT
KOOPJUHYE TXHI Ji1 I KOJIEKTUBHOTO HABEJICHHS, POOJISTYHM CUCTEMHU CTINKUMU J10 KOHTP3aXO/IiB, SIK
y mpoekTi Replicator (CIIA) [1]. Anroputm LI Edge Al na Gopty brniJIA 3Menmnye 3arpumku,
JI03BOJIAIOUM OOpOOKYy HaHuMX 0e3 XMapHHUX CepBepiB, 110 JIOTIYHO IOB’S3aHO 3 MONEPEAHIMU
acleKTaMu HaBeJeHHs Ta 3a0e3neuye Oe3nepepBHICTh Oepariil.

3 MeTor0 UTIoCTpalli MepCcreKTUB BH3HAUYEHO peanbHi 3pa3ku bnJIA 3 BopoBamkeHUMHU
anroput™mamiu 11, siki 1eMOHCTPYIOTh MO3UTUBHI pe3ynbTati. Hanpukian, briJIA Shield Al X-Bat
(2025) — mue Oesmimotamii BunuimyBau 3 Al-piloted cuctemoro Hivemind, mio 3a0e3mneuye
BEPTUKAJIBHUHU 3JIIT 1 aBTOHOMHE HaBECHHS, JIEMOHCTPYE €(PEKTUBHICTh Y BINCHKOBUX OMeparlisx 3
TouHicTio oHax 90 % npu TectyBanHi [ 7, 14]. [nmnit npuknag — brnJIA Skydio X10, ne inTerposani
anroput™u LI 71 aBTOHOMHOi HaBiraimii JO3BOJNMJIM YCHIIIHO 3acTocoByBaTH e bnJIA B
MOIIYKOBO-PATYBAJIbHUX MICISIX, CKOPOTHBIIM 4ac peakuii Ha 50 % TMOpIBHIHO 3 PYYHUM
KepyBaHH:M [8]. ¥V BilicbkOBOMY KOHTEKCTI yKpaiHChbKi ApoHH 3 LI nms targeting, sk y mpoekTax
TRADOC, mnpoaeMOHCTpYBajdu MO3UTHUBHI pe3ydbTaTH B AaCUMETPUYHIA BilHI, MiABUIIMBIIN
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e(eKTUBHICTH PO3BiJIKH Ta 3MeHIUBIIN BTpaTH [9]. Kommnanist Anduril 3 aporom Ghost, ocHamenum
anroput™om LI Lattice Al ycmimuo 3actocoByBanacst B omnepauisx CIIIA, ne LI 3a6e3neuns
KOOPJAMHAIIIO POIO IPOHIB Ui MOHITOPHHI'Y KOPIOHIB 3 TOYHICTIO BHSBICHHS Oam3bK0 95 % [10].
L1i mpuKyIa ¥ JOTIYHO JTOTIOBHIOIOTH TEOPETHYHI MEPCTIEKTUBH, MIOKA3YI0UX NPaKTUYHY HiHHICTH LT
JUTSL IOJIOJIAHHS OOMEXKEHb TPAIUIIHHIX CHCTEM.

Pazom 3 TuM, iCHye HU3Ka BUKJIHKIB, SIKI MOXYTh BIUIMHYTH Ha TNEPCIIEKTUBU PO3BUTKY
BIIPOB/DKCHHS 3a3HAYCHUX aJITOPUTMIB:

eHeprocrnoxuanus — 1e 111 Bumarae moTyXKHHUX MPOLECOPIB Ta KOMIUICKTYIOUUX, B I[bOMY
HampsiMi BBAXKAETHCS 3a JIOIILHE PO3BHBATH MPAKTUKY BUKOPUCTAHHS green computing, ska
nepeadavae ONTHUMI3ALII0 EHEProCHOKMBAHHS 33 PaxXyHOK BHKOPHCTAHHS €HEProeQeKTHBHHUX
KOMITOHEHTIB, COHIYHUX ITaHeIeH Ta 1H.;

KibepOe3neka — € BaXIUBUM Ta KPUTHYHUM BHKIMKOM, ockinbku LI BpasnuBe no arak,
30kpemMa spoofing. /1y moioaHHs IbOTO BUKIMKY HEOOXiTHO po3BUBaTH cuctemu 3axucty LI;

€TUYHI acTeKTH BKIIIOYAIOTh PU3MK HUBUILHHUX BTpaT dyepe3 “black box™ LI, sx y cucremax
I3painro. [lonepemkeHHs 1 YCYHEHHSI X acleKTiB MOBUHHO BigOyBaTHCh Ha eTamax JeTalbHOTO
TECTyBaHHs Takux aiaroputmis LI;

perynaropui Oap’epu BHUMaraloTh MixkHapoaHux HopMm, sk y NATO Al Strategy, mo
OB’ s13aHO 3 3a0€3MeUeHHAM Oe3MEeYHOT0 BIIPOBAIKEHHS.

[lo crocyeThcst MaOyTHIX TEHAEHIIIH, TO epeadadyBaibHa anamituka (Predictive analysis)
CBITUHTH TIPO Te, 110 70 2030 poky LI 3pobuts briJIA MOBHICTIO aBBTOHOMHHUMH, 3 ITHTETPAITIEI0 CBOIX
ITOPUTMIB HE TIJIBKU B LIUTLOBE CIOPSIS, a i y 11o6ansHi o0opoHHi Mepexi. [ Ykpainu taki
NEPCIEKTHBH BUTIISAAI0TH MIO3UTHBHO, TaK SIK 1€ JO3BOJIHUTH BECTH aCUMETPHUHY BiifHY Ta 3aXHUIIATH
CBOIO KpaiHy BUKOPUCTOBYIOUHU po3yMHi Al-IpoHH.

BUCHOBKMU.

Bnposamxenns anroputMis L1 y ninsoBe ciopsimkennst brJIA BigkpuBae HOB1 HEpCIEKTUBU
Uit TpaHcdopMallii cydacHUX OOOPOHHHX 1 IHMBUIBHHX CHCTEM, 3a0€3NeUyOYM ITiIBHUINCHHS
TOYHOCTI, aBBTOHOMHOCTI Ta €(PEKTUBHOCTI OmEepariii.

Boanouac, 3acrocyBanns anroputMis LI Ha 6opty briJIA noB’si3aHe 3 MeBHUMHU BHKJINKaMHU
(TpyAHOIIAMH), cepell IKUX eHeproe(eKTUBHICTb, Oe3Mneka B IU(POBOMY IPOCTOPI, MTUTAHHS €TUKH
Ta peryiasTopHi Oap’epu. ToMy, akTyaJlbHUM Ha 1€l Yac € MOIIYK MiAXOJIB MIOAO PO3BHUTKY
eHeproeeKTUBHUX KOMIUIEKTYounXx brJIA, KOMIIeKCHUX 3aXUCHUX MEXaHi3MiB, iHTerpytoun LI
3 U pyBaHHSIM, IPOTUCTOSHHS 3arpo3aM Ha KINTaIT Ganbcudikallii CurHa B M HamajiB. ETuuHi
acleKTH MOTpeOYITh MIAXOAIB AN 3MEHIIEHHs HeOe3leK, 30KpeMa BHUKOPHCTaHHS
inTepnperoBaHoro I Ta HopMmyBaHHs, MO0 3amo0irTM MoxuOKaM Yy CHUTYalisX MOBITPSHUX
KOH(pOHTAIIiH.

VY noBrocTpokoBiii mepcnekTuBi, BhpoBamkeHHs LI B minboBe cropsnns Ta 3arajoMm B
cepeioBuIle 0e3MIJIOTHOI aBiawii cipusTHMe (POPMYBaHHIO CAaMOAOCTATHIX IUIATGOPM, 3JaTHUX /10
CaMOYJOCKOHAQJICHHA Ta CHUIbHOI poOoTH (opMyBaHb 1 YOpPaBIIHHA TpylNaMH JPOHIB, IO
KapJIMHAJIBHO 3MIHUTh MiJXOAU A0 3aXUCTY KPaiHU Ta TEXHOJOTIYHOTO 3pOCTaHHS.

Ouikyetbces, mo BnpoBaakeHHs 11 y 6e3minoTHi aBianiiiHi cucteMu B YKpaiHi 3a0€3MeUnTh
HiABUILEHHS SKOCTI MOBITPSHOI PO3BIAKHM Ta TOYHOCTI Y/1apiB, aBTOHOMHICTb oIneparliil, 3SMeHIIeHHs
3JIEKHOCTI BiJI OTIEPATOPIB 1 MIBUIIIY peakiiro Ha moji 6oro. Lle mocumute 000POHO3ATHICTD,
ONITUMI3y€ PECypCH Ta MiJABUIIUTH €PEeKTUBHICTh Y MPOTHIIi 3arpo3aM, 30KpemMa B YMOBAax BiiHU 3
pociero.

OTxe, LI He mpocTo yIOCKOHAIIOE IHCTPYMEHTH HAaBEACHH, a i (opMye HOBI TOPU3OHTH
aBlalliiHUX pO3POOOK, CIIPUSIIOYH TPUBAIIOMY PO3BUTKY B KOHTEKCTI CBITOBUX MPOOJIEM.
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Meabuuk C.B., IlerpoB O.B. (Binnuyvxuii HayionaneHuti mexniynuil yHigepcumem, M. Binnuys,
Ykpaina).

HEVPOMEPEKHO-EBOJIIOIIMHA OIITUMI3AIIISI IAPAMETPIB KEPYBAHHSA
I'TAPONITPUBOAY MAHIITYJIATOPA JIICOITPOMUCJIIOBOI'O IIPUBHAYEHHS.

Anomauin. Y pobomi 0ocniodiceno niogueHHs: OUHAMIYHOI MOYHOCMI Ma eHep2oeheKmuUeHOCHI
2i0ponpusody MAHINyasamopa JiCONpOMUCIOB020 NPUSHAYEHHSA HA OCHOBI KOMNJIEKCHOI Onmumizayii
napamempie Kepy8auHs ma KOHCMPYKMUGHUX xapakmepucmuk. 1lobydoeano inmezposany mamemamuiny
MOOeb, WO OXONJIOE HENIHIUHI PIGHAHHS meyil, CmMUcIusicmos poooyol piounu, 6UMOKU, OUHAMIKY MUCKIE )
HOPOJICHUHAX 2IOpOYUNIHOpA Mma pyX NaHKu mawinyasmopa. Y mooeni peanizosano PlD-pecyrsmop ma
CMPYKMYPHI  3ANEHCHOCME  MINC ~MUCKAMU, BUMPAMAMU U1  MOMEHMOM BUKOHABYO20 MEXAHIZMY.
3anpononosano 3acmocy8anHs 2eHemuyHo20 anrzopummy 3 OMUCHUM KOOYBAHMAM, MYPHIPHOIO CeNeKyi€ro,
BLX-a xpocosepom i eaycosoro mymayicto. Onmumizayis oxonmoe PlD-napamempu ma xoncmpyxmueni
SMIHHI, GKIIOYANYU TMUCK KHCUBTEHHA ma Oiamemp HOpwHA 2iopoyuninopa. Pesyrbmamu mooleno8anHs
O0eMOHCMPYIOMb ICIMOMHe 3HUNCEHHS IHMeSPAIbHOI NO3UYIUHOI NOMUNIKU, Nepepe2yto8anHts, NIKOBUX MUCKI8
Ma eHepeoCnoNCUBANHS, A MAKONIC NOKPAWEHHS NIAGHOCMI Ma WeUOK0Oii nepexionux npoyecig. Ompumani
O0ani niomeepo’CYroOmMs eEeKMUBHICINb 2eHEMUYHUX ANOPUMMIE OJisl HALAWMYB8AHHS 2i0PABIIYHUX NPUBODI8
Y YMOBAX HeNIHIUHOCMI, 3MIHHUX HABAHMANCEHb [ 308HIUHIX 30YpeHb, WO MAE€ NPAKMUYHY YIHHICMb O/
NiC03a20MiBEIbHUX MAUUH MA THULOI CNeyiali308aH0l MEXHIKU.

Knrouoei cnosa:  cioponpusio, mawuinyasmop; eenemuynui  areopumm,  PlD-pecynsamop;
onmumiszayis,; eHepeoeheKmusHicms, MUCK,; MAMeMamuiHa Mooes.

Abstract. This paper investigates the improvement of dynamic accuracy and energy efficiency of a
forestry manipulator hydraulic drive through comprehensive optimization of control parameters and
structural characteristics. An integrated mathematical model is developed, incorporating nonlinear flow
equations, fluid compressibility, leakages, pressure dynamics in hydraulic cylinder chambers, and the motion
of the manipulator link. The model employs a PID controller and reflects the structural coupling between
pressures, flows, and actuator torque. A genetic algorithm with real coding, tournament selection, BLX-a
crossover, and Gaussian mutation is proposed. The optimization covers both the PID controller gains and
design parameters, including supply pressure and cylinder piston diameter. Simulation results demonstrate
significant reductions in integral positioning error, overshoot, peak pressures, and energy consumption, as
well as improved smoothness and responsiveness of transient processes. The findings confirm the effectiveness
of genetic algorithms for tuning hydraulic systems operating under nonlinearities, varying loads, and external
disturbances. The proposed approach is applicable to forestry machinery and other specialized mobile
hydraulic equipment requiring high precision and robustness.

Keywords: hydraulic drive; manipulator; genetic algorithm; PID controller; optimization; energy
efficiency; pressure; mathematical model.

1.BCTVII

['iapaBaiuHi MaHIMYJISATOPH JIICOIPOMHUCIIOBOTO NMPU3HAUYEHHS € OCHOBHUM TEXHOJIOTTYHUM
obnamHaHHAM XapBecTepiB, ¢GopBaplepiB Ta IHIIOI CIENiali3oBaHOI TEXHIKM IS 3aroTiBii
nepeBuHu. ILli cucreMu mpamoOTh Yy peXUMax 31 3HaYHUMHU 30ypeHHSAMH, 3MIHHUMHU
HAaBAHTAKECHHSIMHU T4 BUMOTAMH J0 BUCOKOT TOYHOCTI MO3UIIIIOBaHHS poOounx opraHis. Crienudika
JiCO3aroTiBeNbHUX OIepalliil nepeadadac HeOOXiTHICTH MIBUAKOTO MEPEMIIIICHHS BaKKHX BaHTaXiB
(cTroBOYpiB mepeB Macoro 10 500 Kr) 3 ogHOYACHUM 3a0€3MEUYCHHSIM IIJIaBHOCTI PyXy Ta TOYHOCTI
BcTaHoBieHus [1,2,3].

TpaguuiiiHi MeTolM HaJalITyBaHHS PEryJATOpIB TiAPaBIIYHHUX CHUCTEM, 3aCHOBaHI Ha
JiHeapU30BaHUX MOJEISIX Ta KIaCHYHHUX KpuTepisx HanamryBaHHs (Ziegler-Nichols, Cohen-Coon),
He 3a0e3NeuyloTh HaJIEeXKHOI SKOCTI Yepe3 BUpakeHy HENiHIMHICTh cucteMu. HemiHilHICTD
NPOSIBIISIETHCS Y KBaApAaTUUHINA 3aJIeKHOCTI BUTPATH BiA Iepenagy THCKY, CTHCIMBOCTI pobodoi
PILAMHM, 30HAX HEUYTJIMBOCTI 30JIOTHUKOBUX PO3MOAUILHUKIB Ta edexTax Tepts [4,5].
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OcTraHHI JOCHIDKEHHS y Taly3l KepyBaHHS TiIpPaBIiYHUMH CHCTEMaMHU JICMOHCTPYIOTh
e(EeKTUBHICTh 3aCTOCYBAaHHS IHTENEKTyaJIbHUX METOMIB ONTHUMi3alii. 30Kpema, TeHETHYHIi
anroputmMu (GA) 1moka3ajau BUCOKY pe3yJbTaTUBHICTh MPU HAJIAIITYBaHHI MTApaMETPiB PEryIAaTOpiB
CKJIaJHUX HENIHIHHMX cucTteM. Ha BigMiHY BiJ TrpaJi€eHTHUX METOJiB, T€HETUYHI aJrOPUTMHU HE
BUMararmTh Tu(epeHIiHOBaHOCTI MUIbOBOI (YHKIIIT Ta 3/1aTHI 3HAXOJIUTH TI00adbHI ONTUMYMHU Y
OaraToMoJabHUX MPOCTOPAX NapameTpiB [6,7].

JocnimkeHHs NOpOAEMOHCTPYBaIM  ycIimiHe 3actocyBaHHa GA i onmTumiszanii
TiIPaBIIIYHOTO MPHUBOJY POOOTOTEXHIYHOI CHCTEMH 3 MOKPAIICHHSAM MEPeXiIHUX XapaKTePUCTHK,
MoauGiKOBaHI FTeHETUYHI AITOPUTMH U1 ONITHMI3allii €eHeProCIOKUBaHHS MOOUTBHHX T1IpaBIidYHUX
MaIlliH, JOCSTHYBIIH 3HWKEHHS BUTpat eHeprii [8]. [Ipote, Oib1IicTh iICHYI0UHX pOOIT 30cepeKeHi
a00 Ha oNTHMI3allli JIMIIIE MapaMeTPiB peryisaTopa, abo OKpeMHUX KOHCTPYKTUBHHX IapaMeTpiB, 0e3
KOMIUIEKCHOTO migxoxny [9].

Meroro pobotm € po3poOKa IHTETpOBaHOI MaTeMaTUYHOI MOJEi TiIPONPHUBOIY
MaHIIyJIATOpa JICOMPOMHCIOBOTO NMPHU3HAYEHHS Ta 3aCTOCYBAHHS T€HETHYHOTO AITOPUTMY IS
KOMIUIEKCHOI ONTUMI3allii mapaMeTpiB CUCTEMH KEePYBAaHHS Ta KOHCTPYKTHUBHHX XapaKTEPUCTHUK 3
METOIO IiIBUIIICHHS JUHAMIYHOI TOYHOCTI Ta €HEProeeKTUBHOCTI.

2.MATEMATHUYHA MO/JIEJIb I'IIPOITPUBOAY

JluHaMika JIaHKM MaHIyJISTOpa OMUCYETHhCS PIBHAHHSAM 00€PTaIbHOTO PYXY TBEPAOTO Tijia
HABKOJIO HEPYXOMOi OCi :

JP@) + Bo(t) + Mg(9) = Ta(t) — Taise(t)

ne | — 3BeleHWil MOMEHT iHepIIil JJaHKH BIIHOCHO oci o0epTaHHs, Kr-M?; B — xoedimieHT
B'askoro Teprs, H-m-c/pan; My(@) — MOMEHT CHIl TSKIHHA BaHTaxy Ta Janku, H-m; 7,(t) —
KEepyIOunid MOMEHT BiA riapomuiminapa, H-M; T4 (t) — 30yprorouniii MOMEHT BiJ 30BHIIIHIX
HaBaHTaxeHb, H-M; @ (t) — KyT MOBOPOTY JIaHKH, Pajl.

MOMEHT chJI TSOKIHHS BUSHAYA€THCS 5K :

Mg () = (mylc + mypaql) - g - cos(e)

Jie M; — Maca JIaHKH, KT; [, — BiICTaHb 10 IIEHTPY Mac JaHKH, M; M;,q4 — Maca BaHTaXYy, KT;
[ — noBxunHa nanku, M; g = 9.81 mM/c? — mpUCKOPEHHS BIILHOTO MaAIHHS.

Kepyrounii MOMEHT CTBOPIOETHCA T1APOLMIIHAPOM Yepe3 BAXKUILHUN MEXaHI3M:

Th(t) = lp- A+ (pa(t) — pp(D))

ne l, — miede mMpUKIamaHHS CWIM TiApommiiHapa, M; A — edeKTHBHA IUIOIMIA ITOPIIHS
rigpoummiagpa, M?; p4(t), pg(t) — THCKH y IOPIIHEBIH Ta ITOKOBIH MOPOKHIHAX BiANoBinHO, [1a.

JluHamika THCKIB y MOPOKHUHAX T1IPOLMIIHJIpA ONUCYETHCS PIBHSIHHIMU OajlaHCy 00'eMiB 3
ypaxyBaHHSIM CTHCIMBOCTI poO0UOi piAuHY :

d e .
% = Iﬁ/—A(QA (t) - AS(t) - Qleak,A (t))
dpg  Be

& T (Qs(®) + A3(t) — Quear,s(t))

ne . — ehekTUBHUI MOIYyIb 00'€eMHOT TPY>KHOCTI poO0YOi piAMHN (7151 MiHEpAIbHUX OJIHMB
fe = 1.4 X 10° Ia) ; V,,Vz — 00'eMU MOPOKHKH 3 ypaxyBaHHAM MPHEIHAHUX TPYOOIPOBOMIB, M>;
Q4(t),Qp(t) — BUTpaTH pIIMHM B MOPOXKHUHM, M3/c; S(t) — IIBHUAKICTH MOPUIHA, M/C;
Qeak,a(t), Qreak,p(t) — BUTIKAHHS Yepe3 yLIIJIbHEHHS, M/C.

Butpati depe3 30J0THHKOBHH PO3MOAUTFHUK BHU3HAYAIOTHCS PIBHAHHAM bepHymm ms
TypOyJIEHTHOI Teuil uepe3 MiCLEeBHH omip :

2|Ap,|
Q4 = C4A,(xy) ngn(ApA)

_ 2|App|
QB - CdAv(xv) ngn(ApB)

195



ne Cy; — xoeoimient Butrparu 3oio0tHuKa (tunoso 0.6-0.7) ; A,(x,) — mioma npoxiaHoro
nepepizy 3aJeKHO BiJ MEPEMIIIEHHS 30JI0THHKA X,,, M2, p — TYCTHHA po0040l pigunu, Kr/m>; Ap, =
Ps — P4 — Tepenaa THCKY s MOPIIHEBOI MOPOKHUHH; App = pg — py — Tepenaj TUCKY s
LITOKOBOI IIOPOKHHUHM; P — TUCK KUBJEHHA, 11a; p, — THCK 31uBYy, Ila.

Y  poboTi BUKOPHCTOBYETHCS  MPOMOPLIHHO-IHTErpadbHO-audepeniansauii  (P1D)
peryssaTop, 1o 3abe3nedye BUCOKY TOYHICTh MO3UIIFOBAHHS ITPH BiTHOCHIN IPOCTOTI peasizaltii :

t de(t)
U(t) = KPE(t) + Ki j;) e(T)dT + Kd dt

ne u(t) — Kepyroue IEPEMILIEHHs 30JI0THUKA PO3MOIUILHUKE, MM; €(t) = @rer(t) — @(t) —
TOMMJIKA NO3uIioBanHsA, pan;, K, K;, K; — mponopuilinuii, inTerpansHuii Ta audepeHuianbHui
Koe(iIieHTH BIAIOBIIHO.

3.IIOCTAHOBKA 3AJIAUI OIITUMI3ALIIT

JlJIss KOMILIEKCHOTO TIOKPAIEHHSI XapaKTEPUCTHK CHCTEMH OOpaHO HACTYIHUH BEKTOD

napameTpiB ONTUMI3aIlil:

0 = [Kp) Ki; Kdl Ps, Dh]T
Iie Ps — TUCK XHUBJICHHS Hacoca, MIla; Dy — niameTp mOpITHS TiapOIMTiHIPa, MM.
O6nacTi JOMyCTUMHX 3HAUYEHb ITapaMEeTPiB BU3HAYCHO HA OCHOBI TEXHIYHUX OOMEKEHb!
K, € [0.1;20], K; € [0.01; 2], K, € [0.001; 1], ps € [16; 25] MIla, D), € [6; 12] mm.
3.2. Kpurepiii sKoCTi
Jist GaraTokpuTepiaibHOI OLIIHKH SKOCTI CUCTEMH C(HOPMOBAHO KOMIUJIEKCHUI (PYHKIIIOHAT :

T T
J(6) = w, j e2(t)dt + w, j U2(E)dE + WoOgper + Wymax(pa, Ps)
0

0
Jie TIepIINi OJAHOK XapaKTepU3ye IHTETpajbHy KBaApPAaTHUYHY MOMWJIKY HO3HIIIFOBAHHS

(ITAE xpurepiit); npyruil 1om1aHoK oOMEXye €HEpreTUyHi BUTPATU KEPYBaHHS; TPETi J0JIaHOK
mrpadye nepeperynoBaHts Oyyer, Y0; YETBEPTHH 101aHOK 0OMEXKYE MIKOBI TUCKH y CUCTEMI.

Barogi koedinientu o6pano emnipuyno: we = 1.0, wy, = 0.1, w, = 0.5, w, = 0.01.

3anmava ontumiszaiii GopMyIO€ThCA SIK:

0" = arg é‘ébr},] )

ne (g — 00aacTh TOMYCTUMHUX 3HAYEHb MTApaMeETPiB.

4 TEHETUYHUI AJITOPUTM OIITUMI3ALIIT

Bukopucrano aiiicue (real-coded) komyBaHHS mapameTpiB, 110 3a0e3Me4Yye BHILY TOYHICTh
NpeJCTaBIeHHS Ta €PEKTUBHICTb MOIIYKY HOPIBHAHO 3 OiHapHuM koayBaHHsIM [10,11]. Xpomocoma
(1HAMB1J TOMYJIALIT) MIPEICTABISETHCSI BEKTOPOM:

DNA = [Ky, K;, Kq, D5, Dp]

[nimianizamiss momymsmii 3 Nyop = 50 1iHAMBIMIB TEHEPYEThCS BHITAJKOBO Y MEXKax
JIOMYCTUMUX 00J1acTeH 3 BUKOPUCTAHHSM PIBHOMIPHOTO PO3MOALTY.

Cernex1iist 3acTOCOBaHO TYPHIPHY CEJIEKIIII0 3 PO3MipoM TypHipy k = 3 :

k
1
Preteee =7 ) 1(fi = minCfy ., )

Kpocosep Buxopucrano BLX-a oneparop 3 napamerpom a = 0.5 :
Ochita,i = 61, + B(62; — 01,)
ne f € [—a, 1+ a] — BunaaKoBe uucio, i — inaekc rea. MimoipHicTh kpocoBepy: P. = 0.8.
MyrTaliisi 3aCTOCOBaHO T'ayCOBY MYTALlil0 3 aJalTUBHOIO JUCIIEPCIEIO :
0/ = 0; + NV (0,0%(gen))
gen

geNmax

2
ne o%(gen) = af - (1 - ) — JUCIIepCis; 0y — M0YaTKOBE CTaHIApTHE BiAXUIECHHS

(10% Binm miama3oHy mapameTpa).
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VmoBipricTs MyTauii: P,, = 0.15, eitu3m — 36epeenns 2 Haikpamux iHausinis. Po3mip
nonysuii Npop = 50; KigbKicTh NOKOMIHB ge€Ny,q, = 100; Kpurepidi 3ynmuHKHM — BiICYTHICTH
MOKpaIeHHs MPoTIroM 20 MOKOIiHb a00 JOCATHEHHS €Ny gy -

5.PE3VJIbTATU MOJEJIFOBAHHA

[ToyarkoBi ymMoBHU: mimiiom BaHTaxy Mmacor 300 xr Ha kyT 45° 3a yac 3 c.; MOYaTKOBI
napameTpu cuctemu: | = 85 kr'm?, B =12 H-mc/pan, | = 2.4 M, p;, = 20 Mlla, D;, = 8 mm.;
noyarkosi PID: K, = 3.5, K; = 0.8, K; = 0.15.

XapaKTepUCTUKHU JIO ONTHUMI3allii: ePePeryOBaHHS Oy e = 28%; IHTETrpaJibHA TTOMHIIKA
Jo = 12.4 pan®-c; nmikoBuii Tuck max(p,) = 25.8 MIla; yac nepexoay tg = 2.8 ¢; eHepreTuyHi
Butpat E;, = 1650 [Ix.

Pe3ynbTaTi reHeTUuHOI onTuMiszauii 6 *= [6.2,0.40,0.05,21.5MI1a, 9.2mm]” (3minn: +77%,
-50%, -67%, +7.5%, +15%). TlokparueHHs XapaKTepUCTUK: TIepeperyItoBaHHs 3MeHIeHo 10 11%,
iHTerpasibHa mommiika 10 5.1 panm®-c, mikoBudd TucKk n0 23.1 MIlla, wac mepexomy mo 2.1 c,
enepretraHi BuTpatu 10 1370 JK.; 3HMKEHHS MIKOBHX BHUTpAT 4epe3 po3NmoAiTbHUK Ha 12%,
3MEHIIICHHS TeIUIOBUX BTpaT Ha 15%, koedinieHT kopucHoi aii 371 = 0.72 no n* = 0.78.

Taxum unHOM miaTBepKeHO edexTuBHicTE GA A ONTUMI3aLIT MapaMeTpiB TigpaBIidHUX
cucrem. 30utbienHs K, 3a0€31me4miIo KOPCTKICTh 1 IIBUAKICT peakiii, 3meHmenns K; 1 Ky —
3HIDKEHHS NIepeperynoBanHs Ta myMiB . [ligBumieHHs pg i Dy, 301IbIIHITO 3yCHIUIA 1 3HU3UIIO MIKOBI
TUCKH.

BUCHOBKMN.

Po3po06ieHo inTerpoBaHy MaTeMaTUyHy MOJIENb TAPONPUBOAY 31 CKIAJHUMH HETIHIMHUMH
nporecaMu. 3alpoNOHOBAHO KOMIUIEKCHY onTtumizanito PID-mapamerpiB 1 KOHCTPYKTHBHHX
XapaKTepUCTHK 3a jgonomororo GA. ExcriepuMeHTalbHO NOBEACHO CYTTEBI mokpamieHHs. [Timxin
NPHUIATHUN I aBTOMATH30BAHOTO HANAMNTYBAHHS IIUPOKOTO KIacy TexXHiku. llepcriektuBm —
aJlanTUBHI CUCTEMH, OaraTOKpHUTepiajibHa ONTUMI3AIlis Ta eKCIIEpUMEHTaIbHA BepHUQiKaIlis.
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Cepmiok T.B., Pazxusin O.B. (/Jonbacvka oepoicasna mawunodyoisna akademis, M.
Kpamamopcvk — Tepnonins, Ykpaina).

BUKOPUCTAHHSA HEMPOMEPEXHUX TEXHOJIOI'TH 111 HABYAHHSI
POBOTU30BAHUX PYK HA CKJIAJAX.

Anomauia. Y cmammi 00CHONCEHO 30ACMOCYBAHHA HEUPOMEPEI’CHUX MEXHON02IU ma Memooie
enubokoco Hasuanusi 3 niokpinaennsim (DRL)  ons  nidsuwenns —eghexmuenocmi - poOOmMuU308aHux
MAHIRYIAmMopie y CKAAOCbKUX A02icmudnux cucmemax. IIpoananizoeano Haykosi pesyabmamu OCMAHHIX
pokis, wo oemoncmpyioms nomenyian CNN, DNN i DRL-aeenmis y 3a0auax asmomamusayii pick-and-place
onepayiu, onmumizayii mpaexmopiii ma 8ubopy MOYOK 3aXONJeHHs. Y3aeanbHeHO KIoyosi npobiemu
CYUACHUX NIOX0018. CKIAOHICMb NEPEHECEHHS HABYEHUX NOMIMUK 13 CUMYAAYIL y PeanbHi YMOBU, HeOOCMAMHS
cmitikicms 00 gapiamusHocmi 00’ekmis, nompeba 8 Oe3neunill 83aEMO0ii 3 MH00bMU MA 0OMeHCeHiCmb
mMacumaby8aHHs HA MYTbMUALeHMHI cucmemuy. 3anponoHO8AHO apXimeKmypy iHMe2po8aHoi cucmemu, wo
sKIIOHAE MOOYIIb Komn tomepro2o 30py Ha octosi CNN, DRL-norimuxy na 6azi PPO/DDPG ma cumynsayitinui
MOOYIb 011 8apiayitino2o Hasuanns. Okpemy ysazy npudileno Konyenyii Object-property map sx ¢opmamy
npedcmasnennss eracmusocmeit 06 'ckmie 0nss DRL-acenma. Haeedeno cnpowenuti npuxnao Python-
peanizayii ma OKpecleHO NepcneKmusu wooo NOKpawjenHs cmitkocmi Mmodenetl, Oe3neku ma
V3a2anbHI08aANbHOT  30amHocmi. Pezyiemamu  cgiduamv, w0 NOECOHAHHA HEUPOMEPENHCHUX MEXHON02Il
003607151€ CMBOPUMU A0ANMUBHI POOOMU306AHI cUCmeMU, eheKmuUBHI nio Yac pobomu 3 WUPOKUM CNEKMPOM
BAHMADICIB Y OUHAMIYHUX CKAAOCLKUX CepedosUUiax.

Kniouoei cnosa: pobomuzogani maninyasamopu, HelpoHui mepesici, Haguanus 3 nioxpiniennusim, DRL,
komn romepHuil 3ip, pick-and-place, ckradcvka nocicmuxa.

Abstract. The article explores the application of neural-network technologies and deep reinforcement
learning (DRL) methods to improve the efficiency of robotic manipulators in warehouse logistics. Recent
research demonstrates the growing potential of CNNs, DNNs and DRL agents for automating pick-and-place
operations, optimizing trajectories and identifying grasp points. Key limitations of current approaches are
highlighted, including the complexity of transferring trained policies from simulation to real environments,
lack of robustness to object variability, safety constraints in human—robot collaboration and limited scalability
to multi-agent systems. An integrated system architecture is proposed, consisting of a CNN-based vision
module, a PPO/DDPG-driven DRL policy module and a simulation module that enhances generalization.
Special attention is paid to the concept of object-property maps as a structured representation of object
features for DRL agents. A simplified Python implementation is provided. The results indicate that combining
modern neural-network methods makes it possible to build adaptive robotic systems capable of handling
diverse warehouse items under dynamic conditions.

Keywords: robotic manipulators, neural networks, reinforcement learning, DRL, computer vision,
pick-and-place, warehouse automation.

ITocranoBka nmpodsemu

B yMoBax cTpiMKOTo po3BHTKY €IEKTPOHHOI KOMepii Ta riobdaizaliii, CkiaJchKa JIOTICTHKA
noTpedye BHUCOKOI aBTOMarusaiii sl 30epe’keHHS KOHKYPEHTOCHPOMOKHOCTI. 3HayHa 4acTHUHA
orepalliii Ha CKJa/iax — IIe 3aBJaHHs BUOOPY, IEPEMIIIICHHS 1 COPTYBaHHS TOBapIB, 110 TPAIULIIHO
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BUKOHYIOThCSI BpyuHy. Lle He numie TpyaomicTKo, aie W TOTEHIIHHO CXWJIBHE IO JIIOJICHKUX
MOMMUJIOK, 1110 BIUTMBA€E Ha MIBUJKICTB 1 SIKICTh 0OCITYyTOBYBaHHS 3aMOBJICHb.

PoGotu3oBaHi pyku (MaHIyJIATOPH ), OCHAIICHI CyYaCHUMU CEHCOPHUMU CUCTEMaMHU, 3/1aTHI
aBTOMaTH3yBaTH Wi mporecu. OAHAaK iX e(PEeKTUBHICTh 3HAYHOIO MIpOIO 3aJIe)KUTh BiJl SKOCTI
AJTOPUTMIB YIIPaBJIiHHSA Ta aAANITHBHOCTI JI0 pI3HOMaHITHUX 00’ €KTiB Ta 3MIHHUX YMOB CEPEIOBHIIIA.
TpaauuiiiHi anTOPUTMH YacTO TOTPEOYIOTh CKIQAHOTO PYYHOTO HANAIITYBAaHHS 1 HE 3aBXKIU
BUTPUMYIOTh BapiaTUBHICTh, XapaKTepHY JJIsl pEaIbHUX CKIIAJIiB.

VY 1bOMy KOHTEKCTI METOJIM IITYYHOTO 1HTEJIEKTY, OCOOIMBO TTTMOOKI HEMPOHHI MEpexi Ta
HaBYaHHS 3 MIIKPIIUICHHSIM, TPOTIOHYIOTh MEPCIEKTUBHUH MiJXiJ ISl PO3B’3aHHS IMX MPOOIEeM.
BoHu MOXyTh HaBYATHCS ONTUMAIBbHIM TOBEIIHI[I HAa OCHOBI BEIIMKOI KITBKOCTI MPUKIIAIIB YU
€KCIICPUMEHTIB, 1110 3HAYHO 3HWIKYE MOTPeOy B pyUHiid po3po0Ili Ta MiIBUIIYE THYYKICTh CUCTEM.

AHagi3 ocTaHHIX myOJiKkamniin

[IpoTsiroM ocTaHHIX I’ATH POKIB Yy CBITI 3’sSBWjacs 3HA4YHA KUIBKICTh JOCIIJKEHb,
NPUCBAYCHUX BUKOPUCTAHHIO HEHPOMEPEKHUX TEXHOJIOTIH Yy cepi cki1aachkoi poOOTOTEXHIKH.

Metoau raMOOKOTO HaBUaHHS AaKTUBHO 3aCTOCOBYIOTbCA JUIS PO3B’sI3aHHS  3a7ad
KOMIT FOTEPHOTO 30pYy — Kiacudikariii, Jokasisarii i posmisHaBaHHs 00’ extiB. Tak, y podoTi X. Liu
ma in. [1] Momens 3ropTKOBOI HEHPOHHOI MepeXi BHUKOPHUCTAHO MJs aBTOMAaTH3allii MpoIeciB
KOMIUICKTYBAaHHS TOBapiB Ha CKiaji. JlOCHITHUKH TOETHAIH KiJIbKA TIIXOMIIB JI0 3aXBaTy 00’ €KTiB
3aJIeKHO BiJ X TUIY, 3a0€3MeUHBIIHY MiBUIICHHS e(EeKTUBHOCTI POOOTH MaHIMYISATOPIB.

Metoau HaB4anHs 3 miakpimieHHasM (RL) mexani gacrime 3acTOCOBYIOTHCS IS ONTHMI3aIlii
yIpaBIiHHSA POOOTU30BAHUMHU MaHIMyIATOpaMu. 3a0e3euyroun areHTa CUrHajlaMi BUHArOpOAH YU
mrpadiB, RL mo3Bonsie HaBuaTH cUCTeMy PO3Ii3HABAaTH 00’€KTH Ta OOMpATH ONTHUMaibHI mii [2].
Takuii miaxiag AOBIB CBOIO €(EKTUBHICTH Y MPOMHCIOBIN pPOOOTOTEXHIlll, 30KpeMa B MiJIBUIICHHI
TOYHOCTI KEPYBaHHs, ONEPAIlifHOI IPOTYKTHBHOCTI Ta 3MEHILICHHI €HEPrOCIOKUBAHHSA [3].

[TapanenbHi METOAM TTMOOKOrO HaBYaHHS 3 MiJIKPIMJICHHSIM TaKOX JIEMOHCTPYIOTh 3HAYHHIA
MOTEHIliall B eHepro30epeXeHHI Ta MaciiTabOBaHOCTI, MO CIPHSE PO3POOI KOMIIEKCHHX
(bpeiMBOPKIB J1s1 HAIIHHOT POOOTH POOOTOTEXHIUHUX CUCTEM [4].

VY nocnimkenni A. Igdymat ma G. Stamatescu [5] moka3aHo 3acTocyBaHHS anroputmy Deep
Deterministic Policy Gradient (DDPG) st kepyBaHHS poOOTH30BaHUM MaHIIMyJIATOPOM i3 IIiCTbMA
CTyNeHsIMH CBOOOH Tij yac BUKOHaHHs pick-and-place 3aBnanb i3 MiHIMI3alli€l0 eHEPrOBUTPAT. J.
Jiang ma in. [6] 3ampomoOHyBaNM MiJIXiA 10 BUKOHAHHS aHAJIOTIYHUX 3a/ad, KWW He MOTpedye
PYYHOTO MPOrpaMyBaHHsI KO)KHOTO pyXy. ABTOpU pOo3pOOMIM METPUKY OLIIHKH SKOCTI 3aXOIUIEHHS
Ha OCHOB1 T€OMETPUYHUX XaPAKTEPUCTUK 00’ €KTA, & TAKOXX BUKOPHUCTAIM apXiTEKTypy aBTOKO/Aepa
JUISL OLIIHKW JOCSDKHOCTI Ta SIKOCTI 3aXBaTy Ha PIBHI MIKCETbHUX JaHUX. MeToa € 1HTYiTUBHO
3pO3yMUINM 1 BOJHOYAC KOHKYPEHTOCTIPOMOKHUM 1110710 Mojiesieit CNN.

Y poboti A. Mahmoudinazlou ma in. [7] npeacrasineHo DRL-Monens, opieHTOBaHy Ha
JUHAMIYHE KOMILJIEKTYBaHHSI 3aMOBJIEHb B OJHOOJIOYHOMY CKJIaJi 3 aBTOHOMHHUM OOJIaHAHHSIM.
Boanouac B. Al ma in. [8] y3araapbHWIN CydacHi TEHAEHINT y HAaBYaHHI JHHAMIYHUX MOJCICH s
pPOOOTH30BAHUX MAHIMYNIATOPIB, MIAKPECTUBIIN BAXIUBICTh TMOEAHAHHS KJIACHUYHUX METOIB
YIPaBJIiHHSA 3 HEHPOMEPEKHUMHU TEXHOJIOT1SIMH.

ITinkpecaeHHs HeBUPIlIEHUX YACTHH NMPOOIeMH

He3Bakaroum Ha 4YHCICHHI JOCSTHEHHS, € TMHUTAHHSA, IO MOTPEOYIOTh MOJAIBIIOTO
IOCHIJKEHHS:

- NEPEHOC HaBUEHHUX MOJIENCH i3 cumyssmii y peansHe cepenosuiie (Sim-to-Real) —
OUTBIIICTE MOJIENIEH HABYAIOTHCS B 17€aTi30BaHUX CUMYJISATOPAX, TOAL SIK pealbHi YMOBU 3 IXHIM
IIYMOM CEHCOpIB Ta Hemepe0auyBaHICTIO 3HAYHO CKJIaIHIIII;

- 0o0poOka nepopMOBaHMX 1 HECTaHIAPTHUX OO0’€KTIB —  BaXKJIMBO PO3POOUTH
aJIaNTUBHI MOJITUKH, SK1 3aTH1 BpaxoByBaTHu (13MUYH1 BIACTUBOCTI MaTepiajiB Ta 3MiHU (HOPMHU 1]
qac 3axBary,
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- Oesreka CIiBMpalll 3 JIOJIbMH — Ha CKJIaJl YacTO MPUCYTHI JIIOJIA, TOMY alITOPUTMH
MaroTh OyTu He nuie epeKTUBHUMHU, a M Oe3neuHuMH, nependadatu Ta YHUKATH MOTEHIIHHMX
3ITKHEHD;

- aJanTaiisi 0 IIBUAKO 3MIHIOBAHOTO AaCOPTHMEHTY —  BAXKJIHMBO 3a0e3Me4nuTH
THYYKICTh CHCTEMH IpH JOJAaBaHHI HOBHUX TOBapiB 03 HEOOXiJHOCTI TPUBAJIOTO MOBTOPHOTO
HaBYaHHS;

- MacmTaOyBaHHS Ha MYJIbTH-ar€HTHI CUCTEMH — pPEaJIbHi CKJIaJJ BUKOPUCTOBYIOTh
KiJIbKa poOOTIB, SIKi MalOTh KOOPAWHYBATH CBOI [Iii, IO MOKU IO HEJOCTAaTHbO PO3TIIAJAETHCS Y
HAayKOBUX IyOJIiKaIisax.

Meta pOﬁOTI/I Ta MIOCTAHOBKA 3aBJAaHb

Mera: cuctemMaTu3yBaTH HEHPOMEPEXKHI MiXOIU ISl CKIAJICHKUX POOOTIB, 3aIIPOTIOHYBAaTH
apXiTeKTYpy aJanTHBHOI HEHPOMEpPEKHOI CHCTEMH YHpPAaBIiHHSI POOOTH30BAHOIO PYKOIO, 3/IaTHY
eeKTUBHO BHMKOHYBaTH 3aBaaHHs pPick-and-place B ckimajcbkux yMOBax 3 ypaxyBaHHSAM
BapiaTHBHOCTI 00’ €KTIB 1 yMOB POOOTH.

3aBaaHHA:

1. Ha mincraBi anamizy miTeparypHuX JDKepen 3’sCyBaTH, SIKi CIIOCOOM HaBYaHHS
CKJIAJICBKUX POOOTIB J1al0Th MAaKCUMAJIbLHUN e(PEeKT

2. 3anponoHyBaTH apXITEKTypy INIMOOKOI HEHPOHHOI MEpEXi, 110 BKJIOYAE MOIYJIb
30py, DRL-nonmituky Ta cumynsuito, aias kinacudikaiii Ta OI[IHKM BIACTHUBOCTEH 00 €KTIB 3a
BX1JJHAMH 300paKEHHSIMHU.

3. HaBectu mnpuknax object-property map uis OILIHKKA BJIaCTHBOCTEH 00’€kTa Ta
¢parmenT nporpamHuoi peamnizanii Ha Python.

Buxiax 0CHOBHOro MaTepiajy J0CHi2KeHHS

I'muboxi weiiponHi mepexi (DNN, CNN, DCNN) BUKOPHCTOBYIOTBCS IS PO3ITi3HABAHHS
00'eKTiB, MJIAHYBaHHSI 3aXBaTy Ta YIIPaBIiHHS PyXOM MaHimynatopis. Lle qo3Bosse poboTam TOUHO
iIeHTH(IKyBaTH Ta 3aXOIUTIOBATH PI3HOMAaHITHI MpeIMETH, HaBiTh 0€3 TEeKCTypu abo 3 JOBUIBHOO
dopmoro [1, 7, 9].

[TinkpimumoBanbHe HaBuaHHs (RL, DRL) no3Bosisie poOOTM30BaHUM pyKaMm CaMOCTIIHO
HaBYaTHCSI ONTUMAJIbHUM CTpATETisIM 3aXBaTy, IUIAHYBAHHS TPAEKTOPIM 1 YHUKHEHHS MEpeIKoa y
CKJIQJIHUX, IMHAMIYHUX cepenoBuiiax ckiaany [7, 10, 11].

Inrerpanis RL 3 kimacuuHuMH KOHTpoisiepamu (Hampukian, LQR) mizBuirye TOYHICTH
NO3UI[IOHYBaHHA (0 2,14 MM), 3HMXKYE €HeprocmnokuBaHHs (Ha 22,7%) 1 3abe3nedye BHUCOKY
HaiiHicTh (92,5% ycmimnux 3axBatiB) [7].

3acTocyBaHHsl y CKJIAACBKUX yMoBaXx. BizyanbHi cucremMu Ha ocHOBI CNN 3a0e3medyroTh
aBTOMAaTHYHE pO3Mi3HAaBaHHSA Ta Kiacu(ikaliio TOBapiB JIs IHTEJNEKTYyaJbHOIO 3axBaTy, IO
JI03BOJIAE po0OOTaM MpaloBaTH 3 PI3SHUMH TUIAMH BaHTaxiB 1 mniaTpumyBatu ESG-mim
(eneproedexkTuBHICTH, Oe3meka) [1].

MynpTHareHTHI CHCTEMHU 3 TJIMOOKMM HAaBYaHHSM JO3BOJISIOTH KIIBKOM  poOoTaMm
KOOPJAMHYBATH i1 AJIs1 CHUIBHOTO TPAHCTIOPTYBAHHS BaXKKUX a00 rabapuUTHUX MPEAMETIB, €HEKTUBHO
YHUKaIO4H 3iTKHEeHb [12, 13].

Onrtumizaitis TUlaHyBaHHs UUIsIXiB 3a gormomororo DQN (Deep Q-Network) Tta inmmx
ITOPUTMIB IITMOOKOT0 HaBYaHHS IPUCKOPIOE BUKOHAHHS 3aBaHb 1 MiABUILYE e()EeKTUBHICTh pOOOTH
ckiany [13].

[TopiBHSIHHS HEWPOMEPEKHUX MIAXO/IB IS CKIIAJICHKUX poOOTIiB HaBeaeHo y Tabmumi 1.

Tabmuis 1. [lopiBHAHHSA HEHPOMEPEKHUX MIJIXOIB AJIs CKIAJCHKUX POOOTIB
TexHoJioris 3aBnanns IlepeBaru Hxepena
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CNN/DCNN Po3nizHaBaHHS Bucoka TOYHICTB, [1, 9]
00'eKTIB YHIBEpCaJIbHICTD
RL/DRL VYrpasiHHS, AJIalITUBHICTD, [5, 10, 11]
TUTAaHYBaHHS cCaMOHaBYaHHS
MylbTHAreHTHI Koopaunariis MacitaboBaHICTh, [12, 13]
Mepexi poboTiB THYYKICTh

BuCHOBOK: BUKOPUCTAaHHSI HEHPOMEPEKHUX TEXHOJIOTIH i1 HABYaHHS POOOTH30BaHUX PYK
Ha CKJIaJIax 3a0e3nevye BUCOKY TOUHICTh, CHEProe(eKTUBHICTh, THYYKICTh 1 3aTHICTH JI0 aanTarlii
B CKJIQJIHUX yMOBax. HalOuibm eeKTHBHUMU € TIO€HAHHS TJIMOOKOT0 HaBYaHHS JUIS Bi3ya bHOTO
aHaJIi3y Ta MiAKPIIUTIOBAILHOTO HABYAHHS JUIsl YIIPABIIHHSA i MJIaHYBaHHS Jii.

ApxiTekTypa cucTeMH ynpaBJiiHHS Po00TH30BaHOK PYKoOI0 (3ampornoHoBaHo). CucreMa
CKJIAJIA€THCS 3 TPHOX B3aEMOIIOB’I3aHUX MOJYJIB:

- MOJTyJIb BI3yaJIbHOT'O CHPUUHATTS — aHaji3ye BXiJHE 300pakeHHS 3a JOIOMOTO)
CNN, dopmye kaptu BiaactuBocteii 00’ extiB (graspability map, surface normals, segmentation);

- monyinpb nonituku — DRL-arent Ha ocHoBi PPO/DDPG mnpuiiMae pimeHHs 1010
MO3HIIIIOBAHHS PYKH, CHJIM 3aXBaTy Ta Opi€HTAIil Ha MiJICTaBl CTaHy 3 Bi3yaJbHOTO MOIYJS i
CEHCOPIB;

- MOy Ib CUMYJIAIIT 1 aganTamii — 3a0e3nedye TpeHyBaHHS areHTa B BipTyaJbHOMY
CepeIOBHIILI 3 BapiallisiMy apaMeTpiB AJsl y3araibHeHHs HaBuuOK (PucyHnok 1).

~ r ~ s =

l @ l state actions E%'

v

Vision Module A Simulation Engine
(computer vision) DRL Policy (physics simulation)

\ J J

l J

reward + next
state

Pucynok 1. ApxiTekTypa cucTeMu HaB4aHHS POOOTH30BAHOI PYKHU

AHaJi3 KapTH BJAacTHBOCTeill 00’€KkTa, 3reHepoBaHOi HelipoMepexerw. OaHuM 13
KJIFOUOBHX €TariB poOOTH CHCTeMH € (popMyBaHHs KapTH BIACTHBOCTEH 00’ekta (Object-property
map), sika nogaeTbes Ha BXia DRL-areHTy sik cTpykTypoBaHe npezcTaBiieHHs cueHu. Ha Pucynky 2
HaBeJIEHO MPUKJIIAJ TaKOi KapTH, 1110 CKJIAAAETHCS 3 TPhOX B3a€MOJIOTIOBHIOIOUHX PIBHIB aHAMI3Y.

Object-property map

High curvature Segmentation Graspable
surfaces regions

Pucynox 2. [lpuknan kaptu BractuBocTeld 00’ ekta (object-property map), 10 TeHEPYETHCS
HEHPOHHOIO MepeKero: MOBEPXHI 3 BHUCOKOK KPHUBU3HOIO, CEIMEHTAIlis, perioHH, MpUAaTHI A
3axBary
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Pucynok 2 imoctpye, Ik MOIYJIb KOMIT IOTEPHOTO 30py mepeTrBoproe mani kamepu (RGB-
300pakeHHs, IMUOMHY a00 XMapy TOYOK) Y JIeKiJIbKa BUCOKOPIBHEBUX KapT, 1110 BUKOPUCTOBYIOTHCS
JUTSL TIOIAJTBIIIOTO MPUHHATTS pimieHb DRL-momiTuko0.

High curvature surfaces (moBepxHi 3 BHCOKOH KpuBH3HOO). [lepmia kapra BigoOpaxae
IUISHKH 00’€kTa 3 piskuMmu reoMerpuyHumu mnepenagamu. AnroputMm (3D-CNN, U-Net a6o
PointNet++) o0uncitoe JToKalbHy KpuBU3HY. TeMHili 001acTi BiIOBIAal0Th BUCOKIH KPUBU3HI —
TaKUM JUISTHKAM IpUTaMaHHA HU3bKa CTAOUIBHICTD JUIS 3aXBaTy, TOMY BOHHU MAacKYOThCS IiJ 4ac
TUTaHYBaHHS Jii.

Segmentation (cermenTarist 00’ekra). J[pyra kapra JeMOHCTPYE CTPYKTYPHY CErMEHTALIII0 —
00’€KT PO3JUICHUH Ha PETiOHM 3aJeKHO BiT (OPMH, MEXaHIYHOI CTIMKOCTi, MaTepiany abo
TEeKCTypHUX 03HaK. CerMeHTallisl Ja€ 3MOTY CUCTEMI «PO3YMITH» CTPYKTYpY 00’ €KTa Ta afanTyBaTH
CTpaTeriro 3axBaTy J0 KOXXHOI HOTO YaCTHHH.

Graspable regions (mpuaaTHi ajis 3axBary oonacti). TpeTs kapTa € iHTerpajJbHUM ITPOTHO30M
HEHPOHHOT Mepexi I0J0 HAWOUIBII ONTUMAIBHUX MICIb JJIs 3aXBary. TeMHi perioHd MO3HAYaI0Th
JUISHKA 3 MaKCHMAJIBHOIO CTa01IBHICTIO, JIOCTYITHICTIO Ta HU3bKOK KpuBH3HOM. Ll iHdopmarltis
BUKOPUCTOBYETHCS SIK KiHIEBUH BXia y DRL-nomituky st renepaii aii poOopyKH.

Takum yunHOM, Object-property map 3abesmeuye ¢dopmyBaHHsA iHGOpPMATUBHOIO i
KOMITAKTHOTO ONHKCY 00’€KTa, [0 3HAYHO IMOKPANIY€ SKICTh HABYAHHS Ta MiABHILYE YCHIIIHICTh
BUKOHAHHS CKJIQ/ICBKUX MaHIMYJISIiH.

JemoncTpanilinuii npukiaaja peanizauii (mpukinan koxy Python)

Huxue — crpouieHuil npukiaji, sk MoKHa moyaTH TpeHyBaHHs areHTa DRL 3 cepenoBuiiiem
PyBullet Ta mpocTiM MO THKOBUM HaBYAHHSIM:

python
import pybullet as p

import pybullet_data
import numpy as np

import gym

from gym import spaces
import torch

import torch.nn as nn
import torch.optim as optim

# --- 1. Busnaunmo npocte cepenonuiie pick-and-place ---
class SimplePickEnv(gym.Env):
def __init__(self):
super().__init_ ()
# mpoCTUIA CTaH: MO3UIIIs XBaTta (X,y,Z), OpIEHTAIlIS, a TAKOXK BIACTUBOCTI 00'€KTa
self.observation_space = spaces.Box(low=-1.0, high=1.0, shape=(10,), dtype=np.float32)
# nis: 3MiHA KOOpJIMHAT + cujia 3aXBaTy
self.action_space = spaces.Box(low=-0.1, high=0.1, shape=(4,), dtype=np.float32)

# IlinHIMaeMO CUMYJISIIIIIO

p.connect(p.DIRECT)
p.setAdditionalSearchPath(pybullet_data.getDataPath())
self.reset()

def reset(self):
p.resetSimulation()
p.setGravity(0, 0, -9.8)
# 3aBaHTAXXUTU MAHIMYIATOP, 00’ €KT
# (1St MPUKJIaAy — MPOCTUH KyO)
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self.obj = p.loadURDF("cube_small.urdf", basePosition=[0.5, 0, 0.1])
# 1moyaTKoBa MO3UIIIS PYKHU:

self.nand_pos = np.array([0.4, 0, 0.2])

# 1HIII TOYaTKOBI YMOBH

state = np.zeros(self.observation_space.shape)

return state

def step(self, action):
# action: dx, dy, dz, grip_force
dx, dy, dz, grip = action
self.nand_pos += np.array([dx, dy, dz])
# TyT MOXKHA TOJIATH YIPaBIiHHS TPUIIEPOM — CIIPOLIECHO
# 00YHCIIFOEMO HOBHI CTaH
state = np.concatenate([self.hand_pos, np.array([grip]), np.zeros(6)])
# IpPOCTU BUHATOPOIHUN MEXaHI3M:
obj_pos, _ = p.getBasePositionAndOrientation(self.obj)
dist = np.linalg.norm(self.hand_pos - np.array(obj_pos))
reward = -dist # gum OHKYEe — TUM Kpare
done = False
if dist < 0.05:
reward += 10.0 # Gonyc 3a 3axBar
done = True
return state, reward, done, {}

def render(self, mode="human’):
pass

# --- 2. TloniTuka (HeHpOHHA MEpexa) ---
class PolicyNetwork(nn.Module):
def __init_ (self, input_dim, output_dim):
super().__init_ ()
self.fc = nn.Sequential(
nn.Linear(input_dim, 256),
nn.ReLU(),
nn.Linear(256, 256),
nn.ReLU(),
nn.Linear(256, output_dim),
nn.Tanh()
)

def forward(self, x):
return self.fc(x)

# --- 3. TpenyBanHs areHTa (crpoiienuii, 6e3 replay buffer) ---

env = SimplePickEnv()

policy = PolicyNetwork(env.observation_space.shape[0], env.action_space.shape[0])
optimizer = optim.Adam(policy.parameters(), Ir=1e-3)

for episode in range(1000):
state = env.reset()
ep_reward =0
for t in range(100):
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state_tensor = torch.FloatTensor(state).unsqueeze(0)
action = policy(state_tensor).detach().numpy()[0]
next_state, reward, done, _ = env.step(action)
ep_reward += reward

# criporienutii policy gradient (REINFORCE)

loss = -torch.log(policy(state tensor)) * reward # YBara: 1ie mceBaoKos
optimizer.zero_grad()

loss.mean().backward()

optimizer.step()

state = next_state
if done:
break
if episode % 100 == 0:
print(f"Episode {episode}, reward = {ep_reward:.2f}")

[TosicHeHHS: TIeH KoJT — cripomieHa AeMoHcTpaiis. Ciij BUKOPUCTOBYBATH Oydep IMOBTOPHOTO
BinTBOpeHHs (replay buffer), mimpoBi Mepexi (target networks), Hopmamizaimiro BHHAaropoju,
CKJIQ/IHIITY apXiTEKTypy Mepexi, 1, 0akaHO, CepeIOBHUIIE 3 pEATbHUMH (PI3UIHIUMH BIIACTUBOCTSIMHU
00’ €KTIB.

BUCHOBKMU.

BukopucranHs HeiipoMepe)KHUX TEXHOJIOT1H y HaBYaHHI poOOTU30BaHUX PYK JJIS CKJIJICHKOT
JIOTICTUKH JI03BOJISIE€ 3HAYHO MiIBUIIIMTH MPOYKTUBHICTH 1 THYYKICTh CHCTEM, 3MEHIIYIOUH TOTPEOy
B py4YyHOMY mnporpamyBaHHi. llomanbmmn JOCHIIPKEHHS MarOTh 30CEpEAMTHCS Ha 3a0e3ledyeHHI
PEATICTUYHOCTI CUMYJISAIii, Oe3MeKu B3a€EMOJIi 3 JIFOABMH, AANTHBHOCTI JI0 HOBHUX YMOB Ta
MaciiTadyBaHHI HA MYJIbTU-aT€HTHI CUCTEMH.
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UDC 62-1/-9:539.3:004.942:620.2
Brzin T., Brojan M. (University of Ljubljana, Ljubljana, Slovenia).
GAN-BASED INVERSE DESIGN OF SOFT MORPHING COMPOSITE BEAMS.

Abstract. Designing soft morphing composite beams involves complex nonlinear mechanics, a vast
design space, and multiple fabrication strategies, making inverse design highly challenging. This paper
presents a generative adversarial network (GAN)-based framework that predicts fabrication parameters
enabling composite beams to morph into predefined shapes. The method relies on passive—active layered
composites where strain mismatches cause autonomous shape transformation, driven by non-uniform
geometry, material properties, and thermo-mechanical actuation. To accelerate parameter exploration, a
simplified mechanical “toy model” is developed, replacing thermal actuation with controlled mechanical
stretching of elastic layers. The GAN architecture integrates three components: a generator that outputs
design parameters from target shapes; a critic that enforces feasibility by comparing generated outputs to
valid samples; and a pre-trained simulator that predicts resulting shapes for further refinement of the
generator. Thousands of simulated and experimentally validated samples are used for training. Results show
excellent agreement between predicted and fabricated shapes across diverse geometries, including spirals,
waves, and line-art patterns. The framework is extended to temperature-actuated morphing, enabling
reversible or multi-stage shape transitions. This approach provides a robust, fast, and scalable solution for
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inverse design problems in soft robotics, deployable structures, and smart materials, outperforming traditional
optimization-based methods.

Keywords: inverse design; composite beams; GAN; morphing structures; strain mismatch; active
layers; soft robotics; deployable structures.

Anomauin. Ilpoexmysants M AKUX KOMNOZUMHUX OAQNOK, 30amMHUX 00 MOp@iH2y, € CKIAOHOI
3a0avero uepe3 HeNIHIUHY MeXAHIKy, GeluKUtl Npocmip napamempie i MHOMCUHHICHb MONCIUBUX
MEeXHON0IYHUX piuieHb. Y pobomi nooano iHeepcHUU niOXio, W0 BUKOPUCIOBYE 2eHEPAMUBHO-3MA2ANbHY
mepexcy (GAN) ona npoeHo3y8aHHs napamempis 6uUc0MOBNeHHs, SKi 3abe3neuyoms nepexio OanKu y
3az0aneziov eusHaveHy opmy. Memoo IpyHmyemvcs HA NACUBHO-AKMUBHUX KOMNO3UMAX, 0e MOpPQiHe
CHpUYUHEHUIl  HeBIONnosiOHicmIo  Oepopmayiil, 3YMOGNIEHOI0  HEOOHOPIOHUMU — 2eOMEMPUYHUMU — Ma
MamepianbHUMU 81ACIMUBOCHAMU PA3OM i3 MEPMOMEXAHIUHO akmusayicio. /[ umeuouioco 00Cai0HCeHHs
RApamempuiHo20 nPoCmopy po3podieHo Chpowenull mexaniynuil ananoe — «toy modely, y sxomy meniosy
AKMUBAYIt0 3aMIHEHO KOHMPOIbOBAHUM MEXAHIUHUM PO3MAZYBAHHAM eracmuynux wapis. Apximexmypa GAN
BKIIOYAE MPU MEPeHCi: 2eHepamop, wo Gopmye napamempu KOHCMPYKYii 3 Yinbo8oi opmu, KpUmMuK, aKuu
OYIHIOE IXHI0 (Di3UYHY 30TUCHEHHICMb, MAd NONEPEOHbO HABUEHUT CUMYIAMOD, WO NPOSHO3VE OUIKY8AHY (hopmy
i Kopueye umasuaHus eceHepamopa. Hasuamnsa 30ilicCHEHO HA MUCAYAX CUMYTILOBAHUX [ eKCHePUMEHMATbHO
niomeepodNceHuUx npuxnadie. Pezyrbmamu 0eMOHCMPYIOMb 8UCOK)Y GIONOGIOHICMb MIdC 32€HEPOGAHUMU MA
BUSOMOBNICHUMU hopmamu OJist PI3HUX KOHGIeypayii (cnipanel, X8uib, JIHIUHUX MOMUBIE). 3anponoHosany
MemoOUKy NOWUPEHO HA MeMNEePAmypPHO-aKMUBOBAHT MOPDIH208I cucmeMU 3 MONHCIUBICIIO PeBePCUBHUX DO
bacamocmynenesux deopmayii. I1i0xio € wsuoKum, Macumabo8anum i MOYHUM PilieHHAM iH8ePCHOI 3a0ayi
NPOEKMYBAHHA 8 M AKIll poOOMOmMexHiyi, A0anmueHux ma pPO3COPMHUX CMPYKMYPAX, Nepesadcaioyu
mpaouyiini onmumizayituni memoou. (184 cnosa).

Kntouoei cnosa: insepcruti ouzaun, xomnozumui Oanku; GAN; mopghineosi cmpyxmypu,
HegiOnogionicms dehopmayii; akmugHi wapu, M ’sika pobomomexHiKa, po320pmHui Cucmemu.

1. Introduction

Reverse engineering of shape-changing frameworks represents a complex engineering
challenge: the final configuration is known, yet the manufacturing specifications ensuring its
achievement remain unknown. Although various materials, geometries, and activation methods can
be utilized for shape-changing layered structures, their performance exhibits substantial nonlinearities
due to large deformations. Conventional optimization techniques are time-consuming, demanding
regarding initial assumptions, and frequently yield local solutions. In response, a machine learning-
oriented methodology is proposed, utilizing GAN for direct conversion of configuration into
manufacturing specifications.

2. Passive-Active Composites and Mechanical Analogue

The composite comprises a foundation layer and one or several pre-extended responsive
layers. Their interaction generates deformation following system release—either during thermal
activation. To accelerate testing, a "simplified model” is developed: instead of heat, the responsive
layer undergoes mechanical extension, providing rapid validation of models and specifications.

3. GAN Framework for Reverse Engineering

3.1. Production Network

Receives normalized target curve and noise, outputting 5 engineering specifications (layer
dimensions, stiffness, magnitude of pre-extension).

3.2. Evaluator

Assesses viability, comparing against library of acceptable designs.
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3.3. Prediction Model

Forecasts configuration based on specifications; operates as inverted version of production
network. Enables penalizing production network for imprecision.

4. Training Data and Optimization Process

Dataset contains thousands of pairs "specifications — configuration,” obtained through
numerical modeling and experiments. During training, production network and evaluator updates
alternate, ensuring balanced convergence. GAN produces specifications within fractions of seconds,
orders of magnitude faster than evolutionary algorithms.

5. Outcomes

5.1. Recreation of Target Configurations

Manufactured structures accurately replicate helixes, undulations, and intricate curves. Minor
deviations stem from manual operations (trimming, adhesion).

5.2. Creative Configurations

Model successfully produces specifications for figures created from sketch-based art and
handwritten contours.

5.3. Comparison with Simulations

Curvatures of produced and manufactured structures align with prediction model. Difference
is minimal, confirming correctness of approximation.

6. Transformation with Temperature Activation

An extension of the model is proposed, where pre-extension parameter is replaced with
thermal expansion coefficient. This enables creating structures that alter configuration depending on
temperature. Examples of two-stage and smooth temperature transitions are demonstrated.

7. Conclusions

GAN-oriented reverse engineering provides:

. Rapid acquisition of manufacturing specifications

. Elimination of need for manual adjustment

. Accurate recreation of target configurations

. Capability for extension to more complex activation mechanisms

. Prospects for expandable systems, compliant robotics, and adaptive materials

UDC 621.791.7:004.021.4

Held M., Bulling J., Lugovtsova Y., Prager J. (Bundesanstalt fiir Materialforschung und -priifung
(BAM), Berlin, Germany).

ELASTIC CONSTANTS FROM ULTRASONIC DISPERSION IMAGES VIA NEURAL
NETWORKS.

Abstract. This paper presents a machine learning—based framework for determining isotropic elastic
constants of plate-like structures using dispersion images derived from ultrasonic guided waves (UGWSs). Two
neural network architectures are evaluated: a convolutional model with transfer learning based on
EfficientNetB7, and a Vision Transformer—inspired model adapted for multi-output regression. To train these
models, 20,000 simulated dispersion images are generated using the Scaled Boundary Finite Element Method
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(SBFEM), providing normalized representations of UGW behavior across a wide parameter space.
Measurement-specific artifacts—such as noise, spectral leakage, local distortions, and resolution limits—are
incorporated through on-the-fly data augmentation to bridge the domain gap between simulated and real data.
Experimental validation is conducted using dispersion images recorded with a Verasonics Vantage 64 system
on seven different material samples. Results show that both architectures accurately predict isotropic elastic
constants without requiring initial estimates or manual feature extraction. The Vision Transformer exhibits
superior robustness to image perturbations, while EfficientNetB7 converges faster but is more sensitive to
noise. A novel image-to-regression visualization technique is introduced to explain model decisions. Overall,
the study demonstrates that neural networks can reliably extract elastic constants from dispersion images,
independent of the measurement setup.

Keywords: ultrasonic guided waves; dispersion images; neural networks; isotropic elastic constants;
EfficientNet; Vision Transformer; material characterization; SBFEM.

Anomauyia. Y cmammi npeocmaereno ML-opicumosanuii nioxio 0o eusHaueHHs (30MPONHUX
NPYICHUX KOHCMAHM NAACMUNYACIUX MAmepianié Ha OCHO8I OUCHepPCIlIHUX 300padicelb VIbMpPa38yKOGUX
kepoganux xeunv (UGW). Posensnymo 08i apximexmypu HeUpOHHUX Mepedc: 320pmKO8Y Mooenb 3
mpancgheprum nasuannsm na EfficientNetB7 ma mooenn, namxuenny Vision Transformer, adanmosarny 0o
3a0auyi baeamosuxionoi pezpecii. /{na Hasyanna mooenei 32eneposarno 20 000 cumyrbo8aHux OUCNepCitiHux
306pasicens 3a donomozoro Scaled Boundary Finite Element Method (SBFEM), wo 3a6esneuye nopmanizosani
npeocmasnenns UGW y wuporxomy dianazoni napamempis. 11i0 wac mpeny8anHs 3acmoco8ano CneyidibHi
3acobu ayemenmayii, AKi 68004aMb Y CUMYIb0B8AHI OAHI XapaKmepHi 0/ 8UMIPIOBAHb apmedakmu — Wiym,
CNeKMpanvbii BUKPUBTIEHHS, NPONYCKU MA O0OMeCEeHHsT NPOCMOpO8oi pO30ilbHOCMI — WO HNOKpAwye
V3a2aNbHI08ANbHY  30amHicmb  MoOleneli. Excnepumenmanvhia nepegipka GUKOHAHA HA  OUCHEPCIUHUX
300padicentsax cemu mamepianie, ompumanux cucmemoro Verasonics Vantage 64. Pesyrvmamu
0eMOHCMPYIOmMb, W0 00UOST apXimeKmypu 30amHi MOYHO NPOSHO3Y8AMU I30MPONHI NPYIHCHI KOHCManmu 6e3
nOYamKo8uUxX npunywexs abo pyunoco eudirenHsi os3nax. Mooens Vision Transformer nokazana euwy
cmitikicms 00 3min 306padicens, mooi sk EfficientNetB7 zabesneuuna weuowy 36ixcnicmo, ane 6yna
yymausiwioro 00 wiymy. JJooamkoso npedcmaesieno Hosuil memoo sisyanizayii «image-to-regressiony ous
inmepnpemayii piwienb mooenell. J{ocaioxNceH s NiOMEePOACYE, U0 HEUPOHHI MEPENCT MONCYMb epheKmuUsHO
BUBHAYAMU NPYHCHI KOHCMAHMU 30 OUCHEPCIHUMU 300PANCEHHAMU, HE3ANeHCHO 8i0 SUMIPIOBATLHO2O
001AOHAHHS.

Knrouoei cnoea: ynompaseykosi xepoeami xeuni; OUCHEPCIUHI 300padcenHs; HEeUpPOHHI Mepedici,
izomponui npyacni koncmanmu, EfficientNet; Vision Transformer; SBFEM, xapaxmepucmuxa mamepianis.

1. Introduction

Identifying material stiffness parameters represents a fundamental phase in non-destructive
evaluation and materials science. Acoustic guided waves exhibit frequency-dependent characteristics
responsive to substance properties, rendering frequency-dependent imagery a valuable instrument for
property identification. Conventional approaches require manual wave mode examination,
preliminary assumptions, and intricate mathematical frameworks. Conversely, artificial neural
networks possess the capability to autonomously extract patterns from imagery, positioning them as
promising candidates for material stiffness determination.

2. Materials and Methodology

2.1. Production of Computer-Generated Frequency-Dependent Imagery

Simulations were executed using SBFEM through solving eigenvalue problems for specified
wavenumber values. Information was standardized relative to thickness, facilitating comparisons
among different plate specimens. Within simulations, parameters Enorm = E/p and Poisson's ratio
were employed, ensuring uniform value distribution throughout the dataset.

2.2. Experimental Measurement Information

Experimental imagery was acquired using Verasonics Vantage 64 apparatus with 62.5 MHz
sampling frequency on 300x300 mm plate specimens. Processing included:

. Tukey windowing (0=0.3)

. Zero-padding implementation
. Two-dimensional Fast Fourier Transform
. Standardization and filtering procedures
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. Morphological operations (erosion/dilation)
. Rescaling to 600%600 pixel dimensions
2.3. Artificial Neural Network Architectures
. EfficientNetB7: Convolutional architecture with knowledge transfer; rapid
training convergence, yet sensitivity to interference.
. Vision Transformer: Global dependency modeling; superior resilience to
imperfections.
TensorFlow-oriented enhancements were incorporated: interference, blurring, omissions,
distortions.
3. Findings
3.1. Computer-Generated Dataset Performance
Mean Absolute Percentage Error measured 2.94% (EfficientNetB7) and 2.13% (Vision
Transformer), indicating substantial accuracy.
3.2. Experimental Measurement Performance

. Vision Transformer produces consistent forecasts regardless of interference
and minor imperfections.

. EfficientNetB7 demonstrates greater variability when encountering contrast
modifications and localized distortions.

. Both architectures accurately forecast parameters for seven substances without
preliminary approximations.
4. Discussion
Comparison of the two architectures revealed that:

. Convolutional networks concentrate on localized patterns, rendering them
susceptible to localized imperfections.

. Transformer architecture more effectively processes global structures,
providing stability.

. Dataset enhancements fulfill a crucial function in transferring models from

simulation to experimentation.

5. Conclusions

The proposed methodology enables automatic identification of isotropic material stiffness
parameters from frequency-dependent imagery without preliminary assumptions or manual
processing. Method advantages include:

. Complete automation

. Resilience to interference

. Independence from measurement apparatus configuration
. Scalability potential for more complex substances

UDC 621.316.4:681.3.06:004.7

Lombardo F., Pittino F., Goldoni D., Selmi L. (University of Modena and Reggio Emilia,
Modena, Italy).

MACHINE LEARNING FOR NANOPARTICLE SIZING WITH BIOSENSOR ARRAYS.

Abstract. Accurate nanoparticle sizing in liquid environments remains a significant challenge for
modern biosensing systems, particularly when particle dimensions approach the spatial resolution limits of
sensor arrays. This study presents a machine learning (ML)-enhanced framework for interpreting
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multifrequency capacitance data acquired from CMOS nanoelectrode array biosensors. By leveraging the
analogy between multifrequency capacitance maps and multispectral images, several ML architectures—
ranging from large, established convolutional neural networks to custom lightweight models—are evaluated
for the task of estimating nanoparticle radii. High-fidelity finite element simulations, augmented with
controlled noise models, are combined with a limited number of experimental measurements to generate robust
training datasets. Two families of environments are analyzed: MilliQ water and phosphate-buffered saline
(PBS), each introducing distinct noise and frequency-dependent effects. Results indicate that compact models
such as the Simplest Net and SuperLite MobileNet achieve excellent accuracy, with median sizing errors
remaining below 15% across all tested scenarios. The findings highlight the advantage of mixing simulated
and real data to improve generalization, especially in conditions where measurements alone are insufficient
due to variability and limited sample size. This work demonstrates that ML-augmented biosensor arrays can
deliver real-time, label-free, and cost-effective nanoparticle metrology, enabling next-generation applications
in environmental monitoring, nanoplastics detection, and biomedical diagnostics.

Keywords: machine learning; biosensing; nanoelectrode arrays; capacitance maps; nanoparticle
sizing; multispectral imaging; simulation-based training.

Anomauin. Toune GU3HAYEHHS PO3MIDY HAHOYACMUHOK Y DIOUHHUX Cepedosunax 3anutiacmopesl
CKIAOHOI0 3a0ayero 0isl CYYacHUx OiOCEHCOPHUX cucmem, 0CcoOaUB0 KOAU IXHI pO3MIpU HAOIUNCAIOMBCA 00
Medc NpoOCmopo6ol pO30LIbHOCMI CEHCOPHUX Macugie. Y yvomy Oocniodcenni npedcmasneno ML-
opienmosanutl nioxio 00 iwmepnpemayii 6azamoyacmomuux emuichux Oawnux, ompumanux CMOS-
HAaHOeNeKMpPOOHUMU Macusamu. Bukopucmogyouu cmpykmypHy ROOIOHICIb MINC EMHICHUMU KAPMAamu ma
MYTbMUCHEKMPATLHUMU 300PANCEHHAMU, OYIHEHO eheKMUBHICIb PI3HUX APXIMEeKmyp MAUUHHO20 HABYANHS
— 610 seauxux CNN-mepeoic 0o cneyianvho cnpoekmoganux noaecuteHux mooenei — 0 OYiHKU paodiyca
HanoyacmuHok. [l opmysanHs HAGHANbHUX 6UOIPOK NOEOHAHO GUCOKOMOUHI (DI3uuHi CuMynayii 3
0bMedHCeHUM HADOPOM eKCHePUMEHMATbHUX GUMIDIOBANb, OONOBHEHUX KePOGAHUMU WLYMOBUMU MOOETSAMU.
Ipoananizosano 0sa cepedosuwa — MilliQ ma PBS — saxi no-piznomy eniusarome na ¢opmy cuenany ma
pisenv wymy. Pesyibmamu demoncmpyioms, wo xomnakmui mooeni, maxi sx Simplest Net i SuperLite
MobileNet, zabesneuyroms 6ucoxy mounicmo, ympumyrouu medianHy ROMUIKY Hudcue 15% y ecix
docidoicysanux cyenapisx. Poboma nioxkpecnioe nepesacu NOEOHAHHS CUMYIAYIU | GUMIPIOGAHL Ols
RIOBUWEHHS Y3A2ANIbHIOBANLHOI 30amMHOCI, 0COOIUBO KOMU pednbHi 0aHi HecmabilbHi abo MANOYUCeNbHI.
Hocnioscenns 0oeooums, wo ML-niocuneni nanoenexmpooni biocencopu 30amui 3abe3neyygamu WEUOKY,
0e3MImKO8y Ma eKOHOMIYHO epeKmusHy Memponozilo HAHOYACMUHOK, GIOKpUBAIOHU NepCneKmusu O
MOHIMOPUH2Y HAHONAACTRUKIS T OIOMEOUUHUX 3ACMOCY8AHDb.

Knrouoei cnosa: mawunue naguanis, 6Oi0CeHCOPU, HAHOCLEKMPOOH] MACUBYU, EMHICHI Kapmu, po3Mip
HAHOYACMUHOK, MYIbIMUCNEKMPATbHI 300PANCEH s, CUMYTAYITIHE HABUAHHSL.

1. Introduction

Deep learning and computational intelligence techniques have profoundly influenced
advancements in visual recognition, speech analysis, and complex system modeling. Nevertheless,
their application within biosensing technologies remains restricted due to insufficient quality datasets,
measurement sensitivity, and the complexity of physical phenomena in aqueous environments.
CMOS nanoelectrode matrices constitute a promising instrument for marker-free detection of
nanoscale entities, yet their effectiveness depends on the capability to accurately interpret multi-
frequency capacitive representations. This investigation examines how deep learning approaches can
improve precision in determining nanoscale particle dimensions and overcome constraints of
conventional methodologies.

2. Measurement Methodology and Dataset Preparation

The study employed a CMOS matrix for high-frequency impedance spectroscopy (HFIS)
featuring 256%256 nanoelectrodes (90 nm radius), capable of generating localized capacitive
representations. Laboratory measurements were conducted in deionized water and PBS utilizing
polystyrene nanoscale particles (275 and 500 nm). Preprocessing involved selecting 7x7 electrode
grids containing individual particles, standardization, and noise reduction. To simulate experimental
conditions, a noise pattern derived from peripheral electrodes was applied.

3. Computational Modeling

Physical simulations were executed using ENBIOS, which solves Poisson-Boltzmann and

Poisson-drift-diffusion equations. Frequency responses were modeled for particles of varying
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dimensions (200-1500 nm) and positions. Datasets were supplemented with augmentation techniques
(mirror reflections), enhancing model generalization capabilities.

4. Deep Learning Architectures for Dimension Estimation

For predicting particle dimensions, both established CNN architectures (MobileNet-V3Small,
ResNet18) and simple custom designs (Two Blocks Net, Simplest Net) were utilized. To prevent
overfitting, emphasis was placed on streamlined networks. Training employed Gaussian NLL Loss
with Adamax optimizer, enabling models to estimate both mean dimension values and variance.

5. Results
5.1. Deionized Water

. On computational datasets, Two Blocks Net and Simplest Net performed
optimally (deviation <10%).

. Larger architectures (MobileNet) exhibited overfitting and were rejected.

. When tested on laboratory data, all models (except Tiny MoNet) correctly
distinguished 275 and 500 nm particles.

. Incorporating 10 empirical samples into training influenced only SuperL.ite
MoNet performance.
5.2. PBS

. Compact architecture superiority was confirmed.

. SuperLite MoNet demonstrated weak performance without empirical data but
became most accurate after measurement addition.

. Median deviation remained <15% across all scenarios.

CONCLUSIONS.

Merging computational modeling with limited laboratory measurements substantially
improves deep learning model accuracy for nanoscale particle dimension estimation. Streamlined
architectures ensure optimal generalization capacity, while extensive neural networks overfit due to
dataset limitations. The presented methodology proves promising for developing high-throughput
biosensors, including environmental monitoring and diagnostic applications.
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INTELLIGENT MACHINES AND DEVICES IN FACTORIES: APPLYING MODERN
TECHNOLOGIES WHILE ENSURING WORKER SAFETY AND ENVIRONMENTAL
PROTECTION.

Abstract. Modern manufacturing is undergoing a profound transformation driven by the rapid
development of intelligent machines, automation systems, and data-driven industrial technologies. These
advancements significantly increase productivity, precision, and operational efficiency, while simultaneously
introducing new challenges regarding worker safety and environmental sustainability. This paper provides a
comprehensive analysis of intelligent machines and devices implemented in contemporary factories, including
industrial robots, collaborative robots, CNC systems, additive manufacturing technologies, AGVs and AMRs,
advanced sensor networks, machine-vision systems, and predictive maintenance platforms. Emphasis is placed
on risk management strategies for ensuring occupational safety in automated environments, including
ergonomic optimization, hazard detection technologies, safety interlocks, real-time monitoring, and operator
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training supported by digital tools. The study also examines key principles of sustainable manufacturing,
highlighting energy-efficient industrial processes, waste reduction strategies, circular-economy approaches,
emission-control technologies, and integration of renewable energy resources. The results demonstrate that
the synergy between intelligent machinery, safety protocols, and environmental management significantly
enhances industrial performance while reducing ecological impact. The findings underscore the importance
of a holistic approach in which technological innovation, human-centered safety, and sustainability contribute
equally to building resilient, efficient, and environmentally responsible factories capable of addressing global
industrial challenges.

Keywords: intelligent machines; automation; worker safety; environmental protection; sustainable
manufacturing; industrial technology; smart factories.

Anomauin. Cyyacui GupoOHUYI cucmemu 3A3HAIOMb [HMEHCUBHOI mpancgopmayii nio eniueom
WBUOKO20 PO3GUMKY [HMENeKMYATbHUX MAULUH, A8MOMAMU308AHUX KOMNIEKCI68 Ma MEexXHON02il, 3aCHOBAHUX
Ha aHanizi Oanux. Taxi cucmemu 3abe3neuyiomev RNIOBUWEHHS NPOOYKMUBHOCMI, MOYHOCMI ma
egexmusHocmi, ane 600HOYAC CMABNAMb HOBI BUMO2U 00 2APAHMYEAHHS Oe3neKu NPayiGHUKIE I 3axXuUCmy
doskinis. Y pobomi npogedeHo 6cebiMHULL AHANI3 IHMENEKMYAIbHUX MAWUH 1 Hpucmpois, wo
BUKOPUCTOBYIOMbCA HA CYHACHUX 3A600aX, 30KpeMa NPOMUCIO8UX PoOOMIE, KOAabopamusHux pobomis,
cucmem YIIK, adumuenux mexnonoziti, a8momamu308aHux mpancnopmuux niameopm, CEHCOPHUX Mepedic,
cucmem MAUWUHHO20 30pY MA MEXHONO2I NPOSHO3HO20 MexHiuHo2o o6cnyzosyeanns. Ocobnugy yeazy
NPUOINEHO CIMpamezisivM YNPasiinHa pUsUKamMu y pooOmu308anux ma agmomamu308anux yMoeax, 6Kuo4aodu
EP2OHOMIYHY ONMUMI3AYII0, BUABTEHHS HeOe3neUHUX CUmyayill, 3aCMoCy8aHHs 3aXUCHUX THMEPLOKIE, cucmem
onepamusHo20 MOHIMOPUHSY ma Yu@pposux iHcmpymenmie nio2comosxku nepconany. OKkpemo po32ianymo
APUHYUNU CMAN020 BUPOOHUYMBA. eHepeOOWa0HT MeXHON02il, 3MEHWEeHHS 8I0X00i6, NiOXO0U YUPKYIAPHOL
eKOHOMIKU, inbmpayitini ma emiCilini cucmemu, a MAaKoX’C IHMeSpayiro 8iOHOBIIBAHUX OXcepell eHepaii.
Ilokasano, wo NOEOHAHMA [HMENeKMYANbHUX MAWUH, eeKmueHUx 3axodie Oe3neku ma eKon02iUHO020
VIPAGAIHHA CYMMEBO NIOGUWYE PE3VIbMAMUEHICHb GUPOOHUYMEA MA 3MEHULYE U020 eKONO2IYHUL GHIUS.
Pezynomamu niomeeposcyroms HeoOXiOHICMb KOMNIEKCHO20 Ni0X00y, y Medcax K020 MeXHOA02IYHI
iHHOBaYiT, be3neKa NPayieHUKI8 i cmanuil po3eUmox opmyroms 0CHO8Y 8iON08I0ANbHO20 MA eheKMUBHO20
cyuacho2o 6upoOHUYmMaQ.

Knwuogi cnoea: inmenexmyanvui mMawuHy, agmomamusayis; Oe3nexa npayieHuKie, eKono2iunull
3axucm, cmaauti po36uUmox, NPOMUCIO8A MEXHONO02Is; pO3YMHI Padpuxu.

1. INTRODUCTION

The rapid development of intelligent machines and devices has transformed modern
manufacturing, introducing unprecedented levels of automation, precision, and efficiency. Factories
equipped with intelligent machinery benefit from advanced control systems, real-time data
monitoring, and adaptive algorithms that optimize production processes, reduce operational errors,
and enhance overall productivity. These technological advancements not only allow manufacturers
to meet increasing market demands but also improve the quality of products while minimizing
material waste and energy consumption. However, the integration of intelligent machines into
industrial environments also raises critical concerns regarding worker safety and environmental
sustainability. As machinery becomes more complex and autonomous, the potential risks to human
operators, including mechanical hazards, exposure to harmful substances, and operational errors,
must be systematically addressed. Ensuring comprehensive safety protocols, emergency response
mechanisms, and proper training programs for workers is essential to mitigate these risks. In parallel,
the environmental impact of industrial operations, such as emissions, energy usage, and disposal of
hazardous by-products, requires careful consideration to comply with regulations and promote
sustainable manufacturing practices. Modern intelligent devices are designed not only to increase
efficiency but also to support safer and greener production processes. Sensors, automation controls,
and predictive maintenance systems contribute to preventing accidents and equipment failures,
thereby reducing downtime and the likelihood of workplace injuries. Additionally, these systems can
monitor environmental parameters, optimize energy consumption, and minimize harmful emissions,
directly supporting factory sustainability goals. The synergy between intelligent technology,
occupational safety, and environmental protection establishes a foundation for responsible industrial
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innovation that benefits both workers and the broader community. This work aims to explore the role
of intelligent machines and devices in contemporary factories, focusing on their technological
capabilities, applications, and the measures required to ensure worker safety and environmental
protection. Through an in-depth analysis of intelligent manufacturing systems, this study will
highlight how modern technologies can be effectively harnessed to achieve sustainable, safe, and
efficient industrial production. The integration of safety standards and environmental management
practices alongside technological innovation represents a key strategy for advancing the future of
smart factories. The adoption of intelligent machines allows factories to implement predictive
analytics, enabling early detection of potential equipment failures and preventing accidents before
they occur. These systems can collect and analyze vast amounts of operational data, providing
insights that enhance both productivity and safety standards. Collaborative robots, or cobots, are
increasingly used to work alongside human operators, combining human flexibility with machine
precision while reducing physical strain on workers. Moreover, advanced automation reduces the
need for manual handling of hazardous materials, thereby decreasing occupational exposure and
potential health risks. From an environmental perspective, intelligent devices facilitate the
optimization of energy consumption, reducing unnecessary waste and lowering carbon footprints.
Manufacturing processes can be fine-tuned to minimize the release of pollutants and ensure
compliance with environmental regulations. Waste management systems integrated with smart
machinery allow for the recycling and proper disposal of industrial by-products, contributing to
circular economy practices. Furthermore, the use of sensors and 10T devices enables continuous
monitoring of air quality, noise levels, and emissions within factory premises. Implementing such
technologies supports corporate sustainability goals and strengthens public trust in industrial
operations. Ultimately, intelligent machines not only enhance operational efficiency but also create
safer, cleaner, and more responsible industrial environments, highlighting the essential balance
between technological advancement, worker safety, and environmental stewardship.

2. TYPES OF INTELLIGENT MACHINES AND DEVICES IN MODERN
FACTORIES

Modern factories rely on a wide array of intelligent machines and devices designed to optimize
production processes, improve efficiency, and enhance product quality. One of the most common
types of intelligent machines are industrial robots, which can perform repetitive, high-precision tasks
such as welding, painting, assembly, and material handling. These robots are often equipped with
advanced sensors, machine vision systems, and artificial intelligence algorithms, enabling them to
adapt to changing production conditions, detect defects, and operate safely alongside human workers.
Collaborative robots, or cobots, represent a newer generation of robots designed to work in close
proximity with humans, combining human flexibility and decision-making with machine accuracy
and strength. Cobots are often used in assembly lines, packaging, and inspection tasks, where their
adaptability significantly enhances productivity. Another critical category is CNC (Computer
Numerical Control) machines, which include milling machines, lathes, and cutting systems. CNC
machines use precise computer instructions to execute complex operations with minimal human
intervention. Modern CNC systems often integrate real-time monitoring and adaptive control,
allowing for adjustments during operation to maintain quality standards and reduce waste. Additive
manufacturing devices, commonly known as 3D printers, have also become integral in smart
factories. These machines enable the creation of complex components with high accuracy, using
various materials including metals, polymers, and composites. Intelligent additive manufacturing
systems incorporate sensors and software that track production in real time, ensuring consistency,
optimizing material usage, and minimizing errors. Automated guided vehicles (AGVs) and
autonomous mobile robots (AMRS) are increasingly deployed in factories for logistics, transportation
of materials, and inventory management. These devices use advanced navigation systems, including
LiDAR, cameras, and GPS, to move safely around production floors without human intervention.
AGVs follow predefined paths, whereas AMRs can dynamically navigate complex environments,
making real-time decisions to avoid obstacles and optimize routes. Their integration reduces labor-
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intensive material handling, improves workflow efficiency, and enhances safety by minimizing
collisions or human error. Intelligent sensor systems play a fundamental role in monitoring industrial
processes. These include temperature, pressure, vibration, and optical sensors, which provide
continuous feedback to production control systems. Data collected by these sensors can trigger
automated adjustments, prevent equipment failures, and maintain optimal production parameters. In
addition, machine vision systems enable automated inspection and quality control, detecting surface
defects, assembly errors, or deviations in dimensions. These systems are particularly valuable in
industries such as automotive manufacturing, electronics, and pharmaceuticals, where precision and
consistency are critical. Artificial intelligence (Al) and machine learning systems are increasingly
integrated into intelligent devices, allowing machines to learn from data, predict equipment
maintenance needs, and optimize production schedules. For example, Al-powered predictive
maintenance systems analyze sensor data to forecast machinery wear and prevent unexpected
breakdowns, thereby reducing downtime and maintenance costs. Industrial Internet of Things (110T)
devices also contribute significantly by connecting machines, sensors, and control systems over
networks, enabling real-time monitoring, analytics, and remote management. Advanced human-
machine interfaces (HMIs) and augmented reality (AR) tools are enhancing the way operators interact
with machines. These interfaces provide intuitive control panels, visualization of machine status, and
interactive troubleshooting guidance. Workers can use AR glasses to overlay digital information onto
physical equipment, improving maintenance, training, and assembly tasks. Emerging technologies
such as exoskeletons, wearable devices, and smart safety systems are being incorporated into factories
to further enhance worker performance and safety. Exoskeletons reduce physical strain during lifting
or repetitive tasks, while wearable sensors monitor vital signs, fatigue levels, and exposure to
hazardous conditions. Smart safety systems can automatically shut down machines in emergencies or
alert workers to potential hazards, ensuring compliance with safety protocols. Modern factories
employ a diverse ecosystem of intelligent machines and devices, ranging from industrial robots and
CNC machines to Al-powered sensors, additive manufacturing systems, and autonomous vehicles.
Each of these devices contributes to increased productivity, precision, and operational efficiency,
while simultaneously supporting safety, sustainability, and data-driven decision-making. The
integration of intelligent technologies not only transforms production capabilities but also establishes
the foundation for smart, resilient, and future-oriented manufacturing environments. In addition to
their operational capabilities, intelligent machines contribute significantly to the digitalization of
factories, forming the backbone of smart manufacturing systems. Many devices are equipped with
self-diagnostic features that continuously assess machine health and performance, allowing for
proactive maintenance and minimizing the risk of unexpected failures. Integrated communication
protocols enable seamless coordination between multiple machines, ensuring synchronized
operations and optimized production flow. Advanced robotics can perform tasks that are dangerous
or ergonomically challenging for human workers, thereby reducing workplace injuries. Intelligent
devices are increasingly modular, allowing factories to adapt production lines quickly to changing
product demands or new manufacturing processes. Energy-efficient designs are incorporated into
many modern machines, reducing electricity consumption while maintaining high levels of
productivity. Furthermore, these machines can collect and process large datasets, supporting real-
time analytics and enabling decision-makers to improve efficiency, quality, and sustainability.
Intelligent systems also facilitate traceability of materials and products throughout the manufacturing
process, which is essential for quality assurance and regulatory compliance. The integration of Al
and machine learning allows machines to optimize themselves over time, learning from production
patterns and improving performance without human intervention. Overall, the diverse capabilities of
intelligent machines and devices enable factories to achieve higher productivity, operational safety,
and environmental responsibility simultaneously, creating a holistic approach to modern industrial
manufacturing.
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3. WORKER SAFETY AND RISK MANAGEMENT IN AUTOMATED
ENVIRONMENTS

The increasing adoption of automation and intelligent machines in modern factories has
significantly transformed the industrial workplace, introducing new dynamics in worker roles,
responsibilities, and safety considerations. While automation enhances productivity, efficiency, and
precision, it also creates complex safety challenges that require systematic risk management
strategies. In automated environments, workers are often required to interact with sophisticated
machines, robotics, and control systems, which can pose physical, chemical, and ergonomic hazards
if not properly managed. Effective worker safety programs must therefore combine technology,
training, and policy measures to ensure a safe and productive workplace. One of the primary concerns
in automated environments is mechanical hazards, which arise from moving parts, robotic arms,
conveyors, and CNC machines. Without proper safeguards, workers can experience injuries ranging
from minor cuts and bruises to severe amputations or crush injuries. To mitigate these risks, factories
implement physical barriers, safety interlocks, emergency stop mechanisms, and restricted access
zones. Modern intelligent machines often come equipped with sensors and collision-detection
systems that automatically halt operations when a human enters a danger zone, reducing the
likelihood of accidents. Ergonomic hazards are also significant in automated factories. Even though
automation reduces repetitive tasks, workers may still be required to monitor machines, perform
maintenance, or handle materials. Poor workstation design, awkward postures, or improper lifting
techniques can lead to musculoskeletal disorders over time. The integration of ergonomic design
principles and assistive technologies, such as exoskeletons and adjustable workstations, helps to
minimize strain and enhance worker comfort. Another critical aspect is chemical and environmental
hazards, especially in industries where automated processes involve exposure to hazardous
substances, fumes, or high temperatures. Intelligent ventilation systems, real-time air quality
monitoring, and enclosed processing units are essential for protecting workers from harmful
exposure. Safety protocols must also address fire risks, electrical hazards, and potential toxic
emissions from equipment or materials. A key component of risk management in automated
environments is training and education. Workers must be proficient in operating intelligent machines,
understanding safety features, responding to emergencies, and following standard operating
procedures. Regular safety drills, certification programs, and on-the-job training ensure that
employees are aware of potential hazards and can act appropriately to prevent accidents. Supervisors
and managers play a crucial role in fostering a culture of safety, ensuring that protocols are
consistently followed, and that any near-misses or incidents are analyzed for improvement.
Emergency preparedness and response systems are indispensable in automated factories. Automated
environments often involve complex machinery that can malfunction unexpectedly, posing risks to
workers. Facilities must have clear evacuation routes, alarm systems, and contingency plans for
machine failures, fires, chemical spills, or other emergencies. Integration of intelligent monitoring
systems allows for real-time alerts and rapid response, minimizing potential injuries and property
damage. Furthermore, risk assessment and continuous improvement are central to worker safety
management. By conducting thorough hazard analyses, identifying high-risk areas, and implementing
corrective measures, factories can systematically reduce the likelihood of accidents. Modern
industrial facilities often use predictive analytics to anticipate potential failures or unsafe conditions,
allowing proactive interventions before incidents occur. Safety audits, regular inspections, and
performance metrics provide feedback that supports ongoing improvement in both technology and
human practices. The implementation of collaborative safety systems ensures that humans and
machines can coexist safely. Collaborative robots, for example, are equipped with force-limiting
features, vision systems, and Al-driven monitoring to prevent accidental contact with workers. Safety
protocols are integrated directly into machine operation, creating a seamless interface between
automation and human oversight. The holistic approach to worker safety in automated environments
recognizes the interconnection between technology, human factors, and organizational policies.
Safety is not only a matter of compliance but also a critical component of operational efficiency and
employee well-being. Companies that prioritize safety achieve lower accident rates, higher employee
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satisfaction, and improved productivity, while fostering a culture of accountability, responsibility,
and continuous learning. Modern automated environments increasingly rely on digital monitoring
systems to enhance worker protection. Real-time tracking of machinery, environmental conditions,
and worker movements allows for immediate detection of unsafe situations. Wearable devices, such
as smart helmets, wristbands, or vests, can monitor vital signs, fatigue levels, and exposure to
hazardous substances, alerting both workers and supervisors when intervention is needed. These
wearable technologies also provide valuable data for continuous improvement in workplace safety
and risk management. Predictive safety analytics is another emerging approach that leverages data
collected from intelligent machines and sensors to forecast potential hazards. By analyzing patterns
in machine performance, production loads, and environmental conditions, factories can identify areas
with increased risk and take preventative measures before accidents occur. This proactive approach
shifts safety management from reactive to predictive, significantly reducing workplace injuries and
downtime. Automation also introduces the challenge of human-machine interaction, where workers
must remain alert and knowledgeable while operating alongside highly intelligent devices. Poor
understanding or misuse of automated systems can lead to errors, accidents, or exposure to hazards.
Therefore, comprehensive training programs are essential, covering operational procedures,
emergency protocols, and best practices for collaboration with robots and automated systems.
Continuous education ensures that employees stay up-to-date with evolving technologies and
maintain a culture of safety. The design of safety zones and workstations in automated factories is
critical for minimizing accidents. By strategically placing machines, sensors, and barriers, factories
can prevent human workers from entering hazardous areas while still maintaining efficiency in
production. Visual cues, warning lights, and audible alarms further enhance situational awareness,
alerting workers to potential dangers. In some facilities, virtual safety systems use augmented reality
(AR) to overlay hazard information in real time, guiding workers and preventing risky behavior.
Maintenance and inspection protocols are equally important for ensuring worker safety. Intelligent
machines often require specialized knowledge to maintain and repair, and neglecting proper
procedures can result in malfunctions that threaten human operators. Scheduled maintenance,
automated diagnostics, and remote monitoring systems ensure that machines operate safely and
consistently. By combining technology-driven oversight with human expertise, factories can achieve
a balance between efficiency and risk reduction. Organizational culture plays a vital role in supporting
worker safety in automated environments. Safety policies must be integrated into every aspect of
operations, from management to shop-floor workers. Encouraging open communication about near-
misses, hazards, and potential improvements fosters accountability and empowers employees to
participate actively in risk management. Companies that prioritize safety not only comply with legal
requirements but also create a productive and resilient workforce. Worker safety in automated
environments is inseparable from overall industrial sustainability and operational excellence. Safer
workplaces lead to fewer interruptions, reduced liability, and increased morale, while promoting the
long-term viability of automated production systems. Integrating advanced safety technologies,
continuous training, and proactive risk management ensures that the benefits of automation—
efficiency, productivity, and precision—are fully realized without compromising the well-being of
human operators. Another important aspect of safety management in automated factories is the
integration of emergency shutdown systems. These systems are designed to immediately halt
machinery in the event of a malfunction, fire, or other hazardous conditions, preventing injuries and
minimizing damage. Modern intelligent machines are often equipped with automated shutdown
features that respond in milliseconds to unsafe conditions, ensuring rapid intervention without relying
solely on human reaction. Robotic safety cages and barriers are widely used to physically separate
human operators from high-risk machinery. These structures prevent accidental contact with moving
parts while still allowing access for maintenance or monitoring when machines are deactivated.
Safety interlocks further ensure that machines cannot operate unless all protective barriers are in
place, creating multiple layers of protection for workers. Collaborative robots have introduced new
safety paradigms, as they are designed to work alongside humans rather than replace them. These
robots incorporate force-limiting technology, meaning that if a collision with a human occurs, the
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robot stops immediately or reduces force to prevent injury. Combined with vision systems and
proximity sensors, collaborative robots provide flexibility in production while maintaining stringent
safety standards. Environmental monitoring systems are also a critical component of risk
management. Intelligent factories often use sensors to continuously measure air quality, temperature,
humidity, and noise levels. Alerts are generated when conditions exceed safe thresholds, allowing
workers to evacuate or adjust processes as needed. This approach not only protects worker health but
also supports compliance with occupational safety and environmental regulations. Training
simulations and virtual reality (VR) are increasingly employed to prepare employees for operating in
automated environments. Workers can experience realistic scenarios without exposure to actual
hazards, learning how to handle emergencies, operate machines correctly, and recognize potential
risks. Such immersive training enhances safety awareness and improves response times during real
incidents. Safety audits and risk assessments are regularly conducted to identify potential hazards and
implement corrective measures. Factories adopt standardized protocols such as ISO 45001 to ensure
that occupational health and safety management systems are consistent, measurable, and continuously
improved. Combining audit results with real-time data from intelligent machines allows companies
to proactively address safety concerns before they escalate into accidents. Wearable safety devices
are becoming more common, including smart helmets, gloves, and vests that monitor worker location,
vital signs, and exposure to hazardous conditions. These devices can send alerts to supervisors if a
worker enters a dangerous zone or shows signs of fatigue or stress. Integration with factory
management systems ensures immediate intervention and enhances overall risk management. Human
factors engineering is another critical consideration. The design of control panels, interfaces, and
workspaces must prioritize usability and minimize cognitive overload. Poorly designed interfaces or
complex procedures can lead to errors and accidents, even in highly automated environments.
Ergonomic assessments and human-centered design principles ensure that machines are not only
efficient but also safe for operators to use. Preventive maintenance programs complement safety
measures by reducing the likelihood of equipment malfunctions that could harm workers. Predictive
analytics, powered by Al and 10T devices, enables facilities to schedule maintenance precisely when
needed, preventing breakdowns while avoiding unnecessary downtime. This predictive approach
ensures that machines operate reliably and safely over their entire lifecycle. The combination of
technological safeguards, organizational policies, and worker engagement creates a culture of safety
that is essential for successful automation. When workers are informed, trained, and empowered to
participate in safety initiatives, automated environments become not only more productive but also
more secure and resilient. By addressing mechanical, ergonomic, chemical, and environmental
hazards comprehensively, modern factories can maximize the benefits of intelligent machinery
without compromising worker well-being.

4. ENVIRONMENTAL PROTECTION AND SUSTAINABLE MANUFACTURING
PRACTICES

Environmental protection has become a central concern in modern manufacturing, as
industrial activities contribute significantly to pollution, resource depletion, and greenhouse gas
emissions. Sustainable manufacturing practices aim to minimize these impacts while maintaining
productivity, efficiency, and profitability. Intelligent machines and automated systems play a crucial
role in enabling environmentally responsible production by reducing waste, optimizing energy
consumption, and improving material efficiency. Factories equipped with advanced monitoring and
control systems can track resource usage in real time, identify inefficiencies, and implement
corrective actions to reduce environmental harm. One of the primary areas where sustainability is
applied is energy management. Modern manufacturing facilities utilize intelligent machines that
optimize energy use, such as variable-speed drives, energy-efficient motors, and real-time energy
monitoring systems. By analyzing energy consumption patterns, factories can reduce electricity use
during non-peak periods, minimize standby power losses, and integrate renewable energy sources
such as solar, wind, or biogas into their operations. These measures not only reduce greenhouse gas
emissions but also lower operational costs, creating a strong incentive for sustainable practices. Waste
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reduction and recycling are also integral components of sustainable manufacturing. Intelligent
machines equipped with sensors and Al can detect defects or material inconsistencies during
production, allowing for immediate adjustments and reducing scrap rates. Automated sorting systems
help separate recyclable materials from waste streams, ensuring that valuable resources are reused
rather than discarded. Closed-loop manufacturing, where materials are continuously recycled back
into production, exemplifies the combination of technology and sustainability in modern factories.
Water and chemical management is another critical aspect of environmental protection. Intelligent
monitoring systems track water usage, detect leaks, and ensure proper treatment of wastewater before
discharge. Automated dosing and containment systems prevent excessive use of chemicals and reduce
the risk of contamination in industrial processes. By minimizing water and chemical consumption,
factories protect local ecosystems and comply with environmental regulations. Air quality
management in industrial facilities is facilitated by advanced sensors and filtration systems. These
systems monitor emissions, particulates, and volatile organic compounds in real time, enabling
factories to implement corrective measures immediately. Process optimization, combined with
emission capture technologies, reduces pollutants released into the environment, contributing to
healthier communities and compliance with environmental standards. Sustainable supply chain
management is increasingly important in modern manufacturing. Factories are adopting intelligent
logistics systems that optimize transportation routes, reduce fuel consumption, and lower emissions
associated with material delivery. Using real-time data and predictive analytics, companies can plan
inventory, minimize waste, and coordinate production schedules efficiently. Sustainability in the
supply chain extends beyond the factory floor, encompassing material sourcing, packaging, and
distribution practices. Life cycle assessment (LCA) tools are used to evaluate the environmental
impact of products from raw material extraction to end-of-life disposal. By integrating LCA data into
production planning, manufacturers can select materials and processes that minimize environmental
footprints. Intelligent machines facilitate this approach by enabling precise control over material
usage, energy input, and emissions, supporting the creation of environmentally friendly products.
Circular economy principles are becoming an essential part of sustainable manufacturing. Factories
are implementing systems that recover energy from waste streams, recycle materials, and design
products for durability and recyclability. Intelligent automation supports circular economy strategies
by providing the precision and data needed to close material loops and maximize resource efficiency.
Worker engagement in environmental practices is also critical. Employees trained in sustainable
manufacturing principles contribute to reducing resource use, identifying potential improvements,
and ensuring compliance with environmental policies. Automated systems support these efforts by
providing feedback and actionable insights, fostering a culture of sustainability within the factory.
Integrating environmental protection with intelligent manufacturing technologies ensures that
modern factories can achieve high efficiency while minimizing ecological impact. Sustainable
practices not only benefit the environment but also enhance corporate reputation, reduce operational
costs, and support long-term viability. By combining automation, data analytics, and proactive
environmental management, factories are able to transition toward a model of manufacturing that is
both productive and responsible, ensuring the well-being of the planet and future generations. Modern
factories employ advanced pollution control technologies to reduce their environmental impact.
These include electrostatic precipitators, scrubbers, and catalytic converters that capture harmful
emissions before they are released into the atmosphere. By integrating these systems with intelligent
process controls, factories can monitor emission levels in real time and adjust operations to stay
within regulatory limits. Renewable energy integration is another key aspect of sustainable
manufacturing. Solar panels, wind turbines, and biomass-based systems can be connected to factory
grids, providing clean energy to power machinery and lighting. Intelligent energy management
systems ensure that renewable sources are efficiently utilized, reducing reliance on fossil fuels and
lowering carbon footprints. Material efficiency and waste minimization are enhanced through
automation and real-time monitoring. Machines with precise control over cutting, molding, or
assembly processes reduce material waste, while predictive maintenance prevents defects that could
result in scrap products. Manufacturing processes can also be optimized to use alternative or recycled
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materials, further contributing to sustainability. Green building practices complement environmental
protection efforts within factories. Intelligent heating, ventilation, and air conditioning (HVAC)
systems, combined with energy-efficient lighting and insulation, reduce energy consumption and
improve indoor environmental quality. Smart building systems can adjust lighting, temperature, and
ventilation based on occupancy and production schedules, further enhancing efficiency and
sustainability. Digital twin technologies are increasingly used to simulate factory operations and
assess environmental impacts before physical implementation. By modeling energy usage, emissions,
and material flows, manufacturers can test different production scenarios and identify strategies to
minimize environmental harm. This approach allows factories to implement sustainable practices
with precision and foresight. Supply chain optimization also plays a critical role in sustainable
manufacturing. By using data-driven logistics, companies can reduce transportation distances,
optimize delivery routes, and consolidate shipments, thereby cutting fuel consumption and emissions.
Tracking systems provide visibility throughout the supply chain, ensuring that sustainable practices
are maintained from raw material sourcing to product delivery. Water conservation technologies
further support environmental protection. Intelligent water recycling systems, leak detection sensors,
and process optimization reduce water usage in cooling, cleaning, and production operations.
Factories can also treat wastewater on-site, ensuring that discharged water meets environmental
standards and can be safely returned to the ecosystem. Employee involvement and training remain
essential for sustainable manufacturing. Workers must understand environmental policies, proper
handling of materials, and best practices for energy and resource conservation. Training programs
combined with intelligent monitoring systems ensure that employees actively contribute to
sustainability goals and adopt environmentally responsible behaviors. Lifecycle assessment and eco-
design strategies are used to evaluate the environmental impact of products throughout their entire
life cycle. Intelligent machines enable precise control of material usage and production processes,
allowing manufacturers to design products that are energy-efficient, recyclable, and have minimal
ecological footprints. The integration of smart factory technologies with environmental management
systems creates a holistic approach to sustainability. Factories can monitor, analyze, and improve
operations in real time, balancing productivity with environmental responsibility. By implementing
advanced automation, data analytics, and proactive sustainability measures, manufacturers achieve
not only regulatory compliance but also economic benefits and long-term environmental stewardship.
In modern manufacturing, industrial automation plays a key role in reducing environmental impact
by minimizing human error and ensuring precise control over production processes. Automated
systems can adjust energy usage, control emissions, and optimize material consumption in real time,
leading to significant environmental benefits. Advanced sensors and loT-enabled devices
continuously monitor factory conditions, detecting inefficiencies and alerting operators to potential
issues before they escalate. Smart energy management systems allow factories to dynamically adjust
energy consumption based on production demand, time of day, and availability of renewable energy
sources. This adaptive approach reduces energy waste, lowers operational costs, and decreases carbon
emissions. Additionally, energy storage technologies, such as batteries and supercapacitors, can store
excess renewable energy for later use, further enhancing sustainability. Waste heat recovery systems
are increasingly used to capture and reuse thermal energy generated during manufacturing processes.
This recovered energy can be redirected to heating, drying, or power generation within the facility,
reducing reliance on fossil fuels and improving overall energy efficiency. Similarly, cogeneration
systems enable simultaneous production of electricity and heat from the same energy source,
maximizing efficiency and reducing environmental impact. Emission reduction strategies include the
use of advanced filters, catalytic converters, and scrubbers to remove harmful pollutants from air
streams. By integrating these systems with machine learning algorithms, factories can predict
emission spikes and adjust operational parameters to remain within safe limits. Real-time monitoring
of greenhouse gases and particulates ensures compliance with environmental regulations while
safeguarding worker health. Circular manufacturing approaches emphasize the reuse and recycling
of materials within the production cycle. Intelligent machines can sort, process, and reintroduce scrap
materials into the production line, reducing raw material consumption and waste generation. Factories
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adopting circular economy principles minimize landfill contributions and lower the environmental
footprint of their operations. Sustainable material selection is another key practice, with
manufacturers opting for renewable, recyclable, or biodegradable materials whenever possible.
Advanced manufacturing technologies, such as additive manufacturing (3D printing), allow precise
use of materials, reducing excess waste and lowering energy requirements. Material choices also
influence the product life cycle, facilitating recycling and environmentally friendly disposal at the
end of use. Advanced water management systems help factories conserve water through recirculation,
treatment, and efficient use in production processes. Water-saving devices, leak detection systems,
and automated process control ensure that water consumption is minimized without affecting
productivity. Sustainable water management protects local water resources and reduces the
environmental impact of industrial operations. Green logistics and transportation within the
manufacturing supply chain further contribute to sustainability. Optimized delivery routes, fuel-
efficient vehicles, and load consolidation reduce emissions from transportation. Integration of real-
time tracking systems and intelligent fleet management ensures that material movement is both
efficient and environmentally responsible. Employee engagement in environmental programs ensures
that sustainability is embedded in the organizational culture. Continuous training, awareness
campaigns, and involvement in eco-initiatives motivate workers to adopt environmentally friendly
practices in daily operations. Employees can also provide feedback on potential improvements,
enhancing the effectiveness of sustainability programs. Integrating environmental management with
production planning creates a holistic approach to sustainable manufacturing. Factories can
simultaneously optimize efficiency, minimize resource use, and reduce emissions, demonstrating that
environmental protection and economic performance are complementary goals. By combining
intelligent machines, advanced monitoring systems, and sustainable practices, modern factories can
achieve a high level of environmental stewardship while maintaining competitiveness in a global
market. Modern factories are increasingly adopting eco-friendly production technologies that
minimize the use of hazardous substances. Solvent-free coatings, water-based adhesives, and non-
toxic cleaning agents reduce environmental contamination while maintaining product quality.
Automated dosing systems ensure precise chemical application, preventing overuse and minimizing
waste. Energy-efficient lighting and HVAC systems contribute significantly to reducing the
environmental footprint of industrial facilities. LED lighting, motion sensors, and smart climate
control systems optimize energy usage according to occupancy and production schedules. Combined
with intelligent factory management software, these systems provide real-time feedback and
recommendations to reduce energy consumption. Predictive maintenance programs not only improve
machine reliability but also contribute to environmental sustainability. By identifying potential
failures before they occur, factories avoid unplanned shutdowns, reduce waste from defective
products, and minimize energy losses from inefficient machinery. IoT sensors and Al-driven analytics
allow continuous monitoring of machine performance and environmental conditions simultaneously.
Additive manufacturing and 3D printing offer further opportunities for sustainability. These
technologies allow precise material deposition, reducing scrap and waste. Additionally, 3D printing
enables the use of recycled or bio-based materials, contributing to a circular economy. By reducing
transport requirements and enabling localized production, additive manufacturing also lowers carbon
emissions associated with logistics. Automation in material handling reduces the environmental
impact of production by optimizing the use of conveyors, robotic arms, and automated guided
vehicles. These systems decrease unnecessary movement, reduce energy consumption, and improve
workplace safety. By carefully coordinating production flows, factories achieve higher efficiency
while minimizing waste and emissions. Air pollution control is enhanced through the use of intelligent
filtration and ventilation systems. Factories employ HEPA filters, electrostatic precipitators, and
activated carbon units to remove airborne pollutants and particulates. Real-time monitoring systems
detect emission spikes, automatically adjusting processes to maintain compliance and protect worker
health. Green certifications and standards, such as 1ISO 14001, guide factories in implementing
environmental management systems. These frameworks provide a structured approach to reducing
environmental impact, monitoring performance, and continuously improving processes. Integration
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of certification requirements into automated control systems ensures compliance while streamlining
production. Water recycling and treatment systems help factories reuse water multiple times within
production processes. Reverse osmosis, filtration, and biological treatment systems treat wastewater
for reuse, reducing freshwater consumption and environmental discharge. Intelligent control of water
flows and treatment cycles maximizes efficiency and sustainability. Renewable energy integration is
further enhanced by intelligent energy management systems that balance production demand with
energy supply. Solar panels, wind turbines, and biomass systems can be coordinated with factory
operations to ensure optimal use of renewable energy while reducing reliance on fossil fuels. Energy
storage solutions such as batteries or thermal storage help stabilize supply and improve efficiency.
Life cycle thinking encourages factories to evaluate environmental impacts from raw material
sourcing to product disposal. By combining intelligent machines, process analytics, and sustainable
design principles, manufacturers reduce energy use, waste, and emissions across the entire product
life cycle. This approach not only meets regulatory requirements but also supports corporate
sustainability goals.

Employee involvement and awareness remain essential in driving sustainable manufacturing
practices. Workers participate in energy-saving initiatives, waste reduction programs, and
environmental monitoring activities. Training programs ensure that employees understand the impact
of their actions on sustainability objectives and are empowered to contribute to improvements.
Circular economy principles are increasingly integrated into manufacturing processes. Factories
design products for reuse, remanufacturing, and recycling, closing material loops. Intelligent sorting,
disassembly, and material processing systems ensure that valuable resources are recovered
efficiently, reducing environmental impact. Smart factory platforms unify environmental,
operational, and safety management. These systems collect data from multiple sources, analyze
performance, and provide actionable insights to optimize energy usage, reduce waste, and maintain
environmental compliance. Decision-making becomes data-driven, allowing factories to balance
productivity with sustainability. Waste-to-energy systems convert residual industrial waste into
electricity or heat, minimizing landfill disposal and reducing fossil fuel consumption. Technologies
such as anaerobic digesters, gasification, and pyrolysis are integrated into modern factories, providing
renewable energy and reducing overall environmental impact. Environmental monitoring dashboards
provide operators and managers with real-time insights into energy, water, emissions, and waste
metrics. These dashboards enable quick decision-making and highlight areas for improvement,
ensuring continuous adherence to sustainability goals. Advanced process optimization reduces the
environmental impact of manufacturing by minimizing energy-intensive operations, optimizing
resource usage, and reducing scrap. Artificial intelligence and machine learning algorithms analyze
production data, recommending adjustments that improve both efficiency and sustainability. Eco-
friendly packaging is becoming a standard in sustainable manufacturing. Intelligent machines are
used to design and produce packaging that uses minimal materials, is recyclable, or is made from
biodegradable substances. This reduces waste and supports corporate environmental initiatives.
Integration of renewable raw materials, such as plant-based polymers and recycled metals, further
decreases the environmental footprint of manufacturing. Intelligent production systems ensure
consistent quality and efficient use of these materials, reducing reliance on virgin resources. Supply
chain transparency and traceability allow factories to monitor the environmental performance of
suppliers and transportation partners. Intelligent tracking systems ensure compliance with
sustainability standards throughout the supply chain, enabling responsible sourcing and reduced
environmental impact. Continuous improvement programs focus on iterative enhancements in
production, energy efficiency, and waste reduction. Factories leverage performance data,
environmental audits, and feedback loops to implement sustainable changes across all processes. This
culture of ongoing improvement ensures that environmental protection becomes an integral part of
manufacturing operations. Collaboration with stakeholders, including local communities, regulatory
authorities, and environmental organizations, strengthens sustainable manufacturing efforts.
Factories share knowledge, adopt best practices, and align operations with societal expectations for
environmental stewardship. Digital twins of manufacturing systems provide virtual replicas to
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simulate environmental impacts under different scenarios. This technology allows factories to test
process changes, predict outcomes, and implement solutions that reduce energy use, waste, and
emissions before making physical adjustments. Integration of artificial intelligence enhances
predictive maintenance, process optimization, and environmental monitoring. Al algorithms analyze
vast datasets to identify inefficiencies and recommend actions that improve sustainability metrics. By
anticipating equipment failures and adjusting production parameters, Al reduces resource
consumption and environmental impact. Benchmarking and performance metrics are used to track
progress toward environmental goals. Key indicators such as energy intensity, water usage per unit
produced, and waste generation rates are monitored and compared against industry standards to
ensure continuous improvement. Environmental innovation is driven by research and development in
materials, processes, and technologies. Intelligent machines facilitate experimentation with low-
impact production methods, renewable materials, and energy-saving techniques, supporting
sustainable growth in manufacturing industries. Cross-functional integration ensures that
environmental protection is not isolated but embedded into all aspects of manufacturing operations,
including production planning, logistics, maintenance, and quality control. This holistic approach
maximizes efficiency while reducing ecological impact.

CONCLUSION.

Environmental protection and sustainable manufacturing practices are essential components
of modern industrial operations. The integration of intelligent machines, automation, and advanced
monitoring systems enables factories to significantly reduce energy consumption, minimize waste,
and control emissions, while maintaining high levels of productivity and quality. By optimizing
resource usage, implementing renewable energy solutions, and adopting circular economy principles,
manufacturers can lower their ecological footprint and contribute to global sustainability efforts. The
use of smart energy management, water recycling, and pollution control technologies ensures that
industrial processes remain environmentally responsible. Predictive maintenance, process
optimization, and additive manufacturing further enhance efficiency and reduce resource wastage.
Factories that incorporate lifecycle assessment, eco-design, and green supply chain practices can
achieve a holistic approach to sustainability, addressing environmental impacts across production,
distribution, and product end-of-life stages. Equally important is the role of employees and
organizational culture in promoting environmental stewardship. Training, awareness programs, and
active involvement in sustainability initiatives empower workers to contribute to resource efficiency,
safe handling of materials, and adherence to environmental policies. Combined with digital twins,
Al-driven analytics, and real-time environmental monitoring, human engagement ensures that
sustainability is consistently implemented and improved over time. Sustainable manufacturing
practices are not merely regulatory obligations but strategic advantages. They enable companies to
reduce operational costs, comply with environmental standards, enhance corporate reputation, and
foster long-term resilience. By integrating intelligent technology with environmental responsibility,
modern factories can create a balance between economic growth and ecological preservation,
ultimately contributing to the well-being of both society and the planet. The path toward sustainable
manufacturing requires continuous innovation, investment in green technologies, and a commitment
to reducing environmental impact at every stage of production. Intelligent and automated factories
provide the necessary tools and frameworks to achieve these goals, ensuring that industrial
development aligns with the principles of environmental protection, resource efficiency, and long-
term sustainability.
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Rauscher A., Kaiser J., Devaraju M., Endisch C. (Technische Hochschule Ingolstadt, Institute of
Innovative Mobility (IIMo), Research Team Electromobility and Learning Systems (ELS),
Ingolstadt, Germany).

DEEP LEARNING FOR PARTIAL DISCHARGE DETECTION IN ELECTRICAL
MACHINES.

Abstract. Partial discharge (PD) detection represents a critical quality-assurance step in the
production of automotive traction machines, as insulation defects are a major cause of premature failures.
This study investigates deep learning (DL) approaches for accurate differentiation of PD events from
background noise under surge-voltage excitation, outperforming conventional amplitude-threshold techniques
widely used in industrial settings. A complete workflow is proposed, including systematic data extraction,
labeling, preprocessing, and extensive augmentation, enabling the identification of low-amplitude PD pulses
with highly reduced signal-to-noise ratios. Thirteen neural network architectures—convolutional, recurrent,
and fully connected—are evaluated using multiple time-frequency input representations such as STFT, CWT,
FFT, and SWT. For each architecture, hyperparameters related to input transformation, network depth, kernel
configuration, and optimization algorithms are tuned to ensure a fair comparison. The results show that a two-
dimensional convolutional neural network (2D-CNN) combined with continuous wavelet transform achieves
the highest accuracy of 99.76% on previously unseen stator measurements. Even for barely detectable PD
pulses, the best model reaches a detection rate of approximately 95%, while all DL models significantly
outperform traditional threshold-based PD classifiers. The presented framework demonstrates strong
generalization and robustness across stator types, insulation levels, antenna systems, and varying noise
conditions, highlighting its suitability for integration into industrial production lines.

Keywords: partial discharges; deep learning; data augmentation; convolutional neural networks;
time—frequency transforms; surge testing; signal-to-noise ratio; electrical machines.

Anomauia. Busenenns uacmrkosux pospsadie (UP) € kniouoeum emanom KOHMpPOmo SAKOCMI nio uac
BUCOMOBNICHHST MA208UX eNeKMPUYUHUX MAWUH, OCKIIbKU Oeexmu i301ayii € OCHOBHOW NPUYUHONO
nepeouacHux iomos. Y pobomi npedcmasieno nioxio Ha 0CHosi enubunno2o Hagwanus (DL) ons Haoiiinoeo
pospisnenns YP-cuenanie i (oHOBUX WIYMIE Y pedcuMi IMNYIbCHOZO HANPYIICEHHS, WO NepesepuLye
Mpaouyitini NOPo2o8i Memoou, NOWUPEHi 6 NPOMUCTOBUX YMOBAX. 3aNPONOHOBAHO NOGHUL KOHEEEP 0OPOOKU
Oanux: cucmemamuyHne GULYYEHHS MaA MAPKYBAHHSA CUSHAIB, NonepeoHs O00pobKa, HOPMYS8aHHSA ma
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po3uwupene ayeMenmysans, siKe 0ae smo2y eexmueHo GUAGIAMYU HU3bKoamnaimyoHni YP-iunynvcu 3 masum
sionowenusam cuenan/wym. Oyineno 13 apximexmyp HeUPOHHUX MEPeI’C — 320PMKOBUX, PEKYPEHMHUX MA
NOBHO38 A3HUX — Y NOEOHAHHI 3 PI3HUMU Yaco8o-yacmomuumu npedcmaeiennsimu (STFT, CWT, FFT, SWT).
s xoocnoi kouicypayii BUKOHAHO MOHKe HANAWMY8AHHS 2INePNapamempia, 6KIIOUHO 3 2IUOUHOI0 MePediCi,
po3mipamu s0ep, napamempamy OnmuMizamopie ma memooamu mparcgopmayii exionux oanux. Hatiguwyy
mounicms — 99.76% — npodemoncmpysana ososumipna 32opmrosa ueuponna mepedxca (2D-CNN) iz
3acmocysannam  besnepepenozo  eeuenem-nepemeopennss (CWT) na Oanmux i3 Hogux, paniue He
npomecmoganux cmamopis. Hagsimv Onsi YP-imnynvcie Ha medxci wymy moodeiv odocsieac oauzvko 95%
susenenus, a eci DL-apximexmypu 3nauno nepegepuiyroms mpaduyitii nopo2osi nioxoou. 3anponoHosana
MemoOUKa 0eMOHCMPYE BUCOKY 30AMHICIMb 00 Y3a2allbHeHHs He3ANIeHCHO 8i0 MUuny cmamopa, pieHs i301ayii,
CEHCOpI6 Ma ULYMOBUX YMO8, Wo podbums ii npuoamuo 0is inmezpayii' y eupoOHuYi aiHii.

Knwwuogi cnoea: wacmxogi po3psaou, enubUHHe HAGUANHS, AYeMEHAYIA OaHUX; 320PMKO6] HeUpOHHI
Mepedici; 4aco8o-yacmomnull ananiz, imnyascui eunpobyeanns; SNR; erexmpuuni mawunu.

1. Introduction

The reliability of insulation systems within traction electric motors proves critical for
operational longevity. Partial discharges, triggered by microscopic imperfections, accelerate
deterioration and result in stator malfunctions. Manufacturing processes extensively utilize impulse
voltage testing procedures; however, conventional threshold-based analysis techniques frequently fail
to distinguish weak PD signals from background interference. Consequently, neural network
methodologies, capable of automatically extracting signal characteristics, demonstrate substantial
promise for enhancing accuracy and minimizing false rejection rates.

2. Experimental Configuration and Measurement Equipment

The investigation employs three-phase hairpin stators (12 specimens) with varying insulation
specifications. Impulse voltage generation utilizes an ST3810 device with 10 nF capacitance. PD
signals are captured using broadband UHF antennas (horn-type and log-periodic configurations),
supplemented by high-frequency filtering components. Data acquisition employs a 12-bit
oscilloscope operating at 10 GHz sampling frequency. Procedures conform to DIN IEC/TS 61934
specifications. The standardized approach ensures high-quality foundations for machine learning
applications.

3. Signal Processing and Dataset Formation

3.1. Signal Conditioning

. Elimination of clipped waveforms

. Chebyshev IR high-pass filtering (>200 MHz)

. Normalization to noise floor levels

. Generation of pure noise segments preceding impulses

3.2. PD Event Detection and Extraction

PD occurrences are identified using SNR > 4 criteria. For each event, windows are created
with randomized temporal shifts, enhancing model robustness.

3.3. Data Augmentation

Weak PD signals are scaled to various SNR levels (0.9-4) and superimposed onto noise
segments. This substantially improves network capability for recognizing minimal discharge events.

3.4. Time-Frequency Representations

FFT, STFT, CWT, and SWT transformations are utilized, increasing the information content
of input features.

4. Neural Network Topologies

Thirteen configurations were evaluated:
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. CNN (1D/2D variants)
. RNN (LSTM, BiLSTM, GRU implementations)
. FCNN (fully-connected architectures)
For each topology, optimization included: batch dimensions, optimization algorithms
(SGDM, ADAM), layer depth, and filter configurations.
5. Findings
5.1. Model Comparison
. Superior performance: 2D-CNN + CWT — 99.76% accuracy
. High effectiveness also observed in GRU, BiLSTM, and 1D-CNN variants
. FFT-based approaches showed somewhat reduced accuracy — transformation
selection proves significant
5.2. Weak PD Recognition
. With augmentation: approaching 95% TPR at SNR~1
. Without augmentation: models cannot reliably identify weak discharges
5.3. Advantages Over Threshold Methods
. Neural network models achieve TPR > 99.5% and FPR < 0.14%
. Traditional threshold approaches significantly underperform at diminished
SNR levels
6. Discussion
Neural network methodologies demonstrate generalization capabilities for novel stators and
diverse interference conditions. Primary advantages include:

. Robust noise immunity

. Automatic feature extraction

. Scalability potential

. Suitability for real-time manufacturing line integration

7. Conclusions

The 2D-CNN model combined with CWT delivers optimal accuracy and identifies PD
phenomena even at noise-floor levels. Neural network approaches substantially outperform
traditional methodologies and represent a promising solution for industrial quality control of traction
electric motors.

VJIK 004.6

ba6am A.B. (/[onbacvka deporcasna mawunoOyaiBHa akanemis, M. Kpamatopcek-TepHoninib,
VYkpaina).

BUKOPUCTAHHSA MOJEJII YOLO JJIs1 PO3III3BHABAHHS OB’€EKTIB
HABKOJIMIIHBOT O CBITY.

Anomauia. ¥ cmammi npedcmagieno pe3yibmamu 00CHiONCEHHS MONCTUBOCTNEU MOOEN] MAUWUHHO2O0
nasuannss YOLO ons posniznasanus 06’ ckmié HABKOIUUHBLO2O cepedosua Ha 300padcennsx. Buceimaeno
katouogi ocoorusocmi apximexmypu YOLO, wo 3abe3neuyroms 6ucoky weudxooio ma mouricms npu pobomi
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6 pedicumi peanvroco uacy. Oxpemy ysaey npudineno 3acmocysannio cepedosuwya Google Colab sx
iHCmpyMenmy OAsl HAGYAHHA mMa MeCmy8aHHs Mooeilell MAWUHHO20 HAGYaAHHA 0e3 HeoOXiOHoCmi
BUKOPUCTNANHSL TOKATIbHUX 0OYUCTIOBANbHUX pecypcis. Hasedeno onuc memoouku 6cmanognents HeoOXiOHuxX
bibniomex, ni02omoGKU OAHUX MA 3aNyCcKy Npoyecy pPO3NI3HABAHHS 00 €Kmié 34 O0ONOMO20K) NONEPeOHbO
Hasueroi moodeni YOLOVS. [Ipodemoncmposano pezynsmamu mecmy8anHs MOOei Ha NPUKLAdax 300pajicets,
3asanmadicenux 0o npoexkmy Google Colab. Ompumani excnepumenmanvni 0ani  niomeepoicyroms
30AMHICMb MO0l GUHAYAMU WUPOKULL cnekmp 00’ ckmis ma 3abe3neuygamu 8UCOKy AKicmb Kiacugixayii
Hagimv y CKIAOHUX yMoeax. Poszensinymi nioxoou moocyms Oymu uKOpUcmaui Oisi po3poOKu cucmem
KOMN TOMeEPHO20 30pY Y MOOIIbHUX 000amKaAX, pOOOMOMEXHIYI, CUCMEMAX 8I0e0CNOCMePedCenHs ma THUUX
cghepax, wo nompebyoms onepamueHo20 aHanisy 6i3yanbHoi inghopmayii.

Knwouosi cnosa: mooenv mawunnoeo nasuanns, YOLO, Google Colab, xowmn iomepnuii 3zip,
posniznasanns 06 cxmis, Python.

Abstract. The article presents the results of a study on the capabilities of the YOLO machine learning
model for recognizing real-world objects in images. The key features of the YOLO architecture that ensure
high speed and accuracy in real-time operation are highlighted. Special attention is paid to the use of the
Google Colab environment as a tool for training and testing machine learning models without the need for
local computing resources. The methodology for installing the required libraries, preparing the data, and
launching the object detection process using a pre-trained YOLOv8 model is described. The results of testing
the model on example images uploaded to the Google Colab project are demonstrated. The obtained
experimental data confirm the model’s ability to identify a wide range of objects and provide high-quality
classification even under challenging conditions. The discussed approaches can be applied in the development
of computer vision systems for mobile applications, robotics, video surveillance systems, and other areas
requiring real-time visual information processing.

Keywords: machine learning model, YOLO, Google Colab, computer vision, object detection, Python.

BCTYII

CraHoM Ha CHOTOJHI INTYYHUH IHTENEKT J[JO3BOJSE BUPIMIMTH 0OaraTo pi3HUX 3ajad.
Hanpuknan, MojkHa po3mizHaBaTh 00’ €KTH 31 cTaTHIHUX (oTorpadiii abo BiZeo MOTOKY, TeHEpyBaTH
MY3UKY Ta MICHI 32 TEKCTOBMM omucoM Ta iH. LIITydHui 1HTENEKT M03BOJIsIE€ HaBiTh T'€HEPYBaTU
IIPOrpaMHUI KOJ 32 3aIIUTOM.

Onwiero 3 HalnonymspHimmx Heiipomepesk € YOLO (3 anrn. You only look once) [1], sika
po3mi3Hae 00’ €KTH B PEKUMI peabHOTO Yacy Ta BifcTexye ix nepemimenHs. YOLO BupizHA€eThCS
TUM, I1I0 Ma€ BUCOKUH CTYMiHb TOYHOCTI 1 MOKE MPAIOBATH y pEaIbHOMY Yaci.

BusiBnenns 06'extiB 3a Mmosento YOLO mae psij nepeBar y NOpiBHSIHHI 3 IHIIUMU M1IX0JaMH
710 BHUsIBJICHHS 00'exTiB [2]:

-1i/1 yac HaByaHHs Ta TecTyBaHHA Y OLO 6auuTh NoBHE 300paKeHHS;

-mamuHHe HaBuaHHS YOLO Bunepepkae iHIII MiAXOAU 10 BUSBJICHHS TOIIB MpU HaBYaHHI
Ha NpupogHuX otorpadisx;

-Al-monens YOLO mpaiiroe 3Ha4HO MIBUIIIIE, HIXK 1HIIT METOIU BUSBICHHS.

Mera poGoTrm — aHamni3, JOCIIKEHHS Ta BUKOPUCTAHHS MOJIENl MAalIMHHOIO HaBYAHHS
YOLO ans po3nizHaBaHHs 00’ €KTIB HABKOJIMILIHBOIO CBITY.

3amayl TOCHIIKEHHS:

-BuBUeHHs MOXxuBocTer YOLO miist Bu3HaueHHs 00’ €KTIB 3 300pakeHb;

-BUBUCHHS MOXJIUBOCTEH MOBH mporpamysanus Python Tta cepemosumia Google Colab [3]
IUTst poOOTH 3 MOAENsIMU MammMHHOTO HaB4YaHHs Y OLO;

-BUKOPHUCTaHHS Mojeli MammHHOro HauaHHA YOLO s posmi3HaBaHHS 00’€KTiB 3
300paKeHb.

O0'eKT mocimkeHHs: — Moaensp Mamnaaoro Hasyanas YOLO.

IIpeamer pocaiaskeHHs1 — aHali3, JOCHIKeHH Ta BUKopucTanHs moaeni YOLO y mpoekTi
Android gomatky juis po3mizHaBaHHS 00’€KTiB 3 BUKOPHUCTAHHAM cepeaoBuiia po3pooku Google
Colab.

OIMC MOKJIUBOCTEM CEPEJJOBHIIA GOOGLE COLAB TA MOBH
MPOI'PAMYBAHHSA PYTHON JJ1S1 POBOTH 3 MOAEJIJIIO YOLO
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CepenoBumie Google Colab no3Bossie po3poGioBaTH MporpaMu 3 BUKOPHUCTAHHSM MOBH
nporpamyBanHs Python. 3 manum cepenoBHIlieM MOKHA MPAIOBATH OHJIAMH MPOCTO 3 Opaysepa.
BoHo € myxe 3pydHuM [uist podoTH 3 MoiessiMu MarmaHoro HapuanHs YOLO. Google Colab mo cyri
HAJa€ BipTyalbHy 00YHCIIIOBAIBHY MAIIMHY Ha OCHOBI LinuX.

JInsi HaB4aHHST MOJIeJICii BUKOPUCTOBYIOTBCSI 3HAYHI PECypCH MEPCOHAIBLHOIO KOMIT FOTepa.
Aute, 3aBasixku Google Colab mMokHa HaBuaTH MOJETI MAITMHHOTO HABYAHHS, BUKOPUCTOBYIOYH I10
cyri obOnannanHs kommanii Google. Tlpu oMy, KopucTyBau suiie nuiie Kox B Opaysepi. Bes
poboTa 1o HaBYaHHIO MOJIEIICH Ta iH. BUKOHYEThCS Ha cepBepax Google.

Jlns BuKopucTanHs Moieii mamuaaoro Hapuaunds YOLO y npoekti Google Colab Heo6xiaHO
BcTanoBuTH 0i0mioreky ultralytics (!pip install ultralytics). axi tpe6a immopryBatu YOLO. ITotim
HEepEeKIIIOYUTUCS Ha KopeHeBuit katanor (%cd /content/). I[Ticist He0OXiJHO TPOCTO 3ayCTHTH CKPUIIT
1 Bl He0OX11H1 010110TeKH Oy yTh CKayaHi Ta BCTAHOBJICHI aBTOMaTHYHO (PUCYHOK 1).

O

!pip install ultralytics

from ultralytics import YOLO I
%cd /contéﬁ%ﬂ

(4

Collecting ultralytics

Downloading ultralytics-8.3.221-py3-none-any.whl.metadata (37 kB)
Requirement already satisfied: numpy>=1.23.0 in /usr/local/lib/python3.12/dist-packages (from ultralytics) (2.0.2)
Requirement already satisfied: matplotlib»>=3.3.@ in fusr/local/lib/python3.12/dist-packages (from ultralytics) (3.10.0)
Requirement already satisfied: opencv-python»>=4.6.0 in /usr/local/lib/python3.12/dist-packages (from ultralytics) (4.12.0.8¢
Requirement already satisfied: pillow»=7.1.2 in /usr/local/lib/python3.12/dist-packages (from ultralytics) (11.3.0)
Requirement already satisfied: pyyaml>=5.3.1 in /usr/local/lib/python3.12/dist-packages (from ultralytics) (6.0.3)
Requirement already satisfied: requests»>=2.23.8 in /usr/local/lib/pythen3.12/dist-packages (from ultralytics) (2.32.4)
Requirement already satisfied: scipy»=1.4.1 in /usr/local/lib/python3.12/dist-packages (from ultralytics) (1.16.2)
Requirement already satisfied: torch»=1.8.0 in /usr/local/lib/python3.12/dist-packages (from ultralytics) (2.8.@+cul26)
Requirement already satisfied: torchvision>=0.9.@ in /usr/local/lib/python3.12/dist-packages (from ultralytics) (©.23.@8+cul:
Requirement already satisfied: psutil in /usr/local/lib/python3.12/dist-packages (from ultralytics) (5.9.5)
Requirement already satisfied: polars in /usr/local/lib/python3.12/dist-packages (from ultralytics) (1.25.2)
Collecting ultralytics-thop>=2.0.@ (from ultralytics)

Pucynok 1 — BcranoBienHs Ta ckadyyBaHHs HeoOxiaHux 6i0miorek st podotu 3 YOLO

[Ticns BcTaHOBIIEHHS HEOOXigHUX 0i0mioTek Oyne BHUBEACHO HACTYIHE MOBIJOMIICHHS PO
yCIIIIHE BCTAHOBJIEHHS Ta CKauyBaHHS (PUCYHOK 2)

cO & ArticleYOLO.ipynb ¢ (5 36epiranss.. B = [ P—
®ann  3MmiHuT  MNepernsHytn BctaBut  CepepoBulie BUKOHaHHA  IHCTpymenTn  [osiaka
Q_ KomaHgu + Kog <+ Tekct P BukonaTMBCi ~ v ::CMK v ~
— Downloading ultralytics_thop-2.6.17-py3-none-any.whl (28 kB) 2? [j
= . |Installing collected packages: ultralytics-thop, ultralytics
2 |Successfully installed ultralytics-8.3.221 ultralytics-thop-2.0.17
@ Creating new Ultralytics Settings v@.8.6 file

View Ultralytics Settings with 'yolo settings' or at '/root/.config/Ultralytics/settings.json'
Update Settings with 'yolo settings key=value', i.e. 'yolo settings runs_dir=path/to/dir'. For help see https://
<2 /content

Pucynok 2 — [1oBigoMieHHs Npo yCHIlIHE BCTAHOBIJIEHHS 010J110TeK
3o0pakeHHs JUIsl TECTYBaHHS POOOTH 3a3/1ajieriib HAaBYSHOI MOJIEl MAIIMHHOTO HaBYaHHS

YOLO w™oxHa gomatd A0 MPOEKTy OyAb-SKUM 3pydHUM crocoboM. Hampuknan mnpoctum
neperackyBanHsM Drag and Drop (pucyHok 3).
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cO & YOLOImageTest.ipynb -

®ann  3miHutu  MNeperngHytn |

Q Komangn + Kog + Teketr P B

= Qannn (|
R C B ®©
= -

» [ .config
CZF ) @ sample data

<>

M B oiog
B 02ipg

Pucynok 3 — Jlogani 10 mpoekTy 300pa)xeHHs 17151 TECTyBaHHS pOOOTH MOJIEINi MAIIMHHOTO
HasuyauHsa YOLO

TECTYBAHHS POBOTHU MOJEJII MAIIMHHOT'O HABYAHHSA YOLO IMPU
PO3II3HABAHHI OB’€KTIB HA 30bPA’KEHHAX

st po3mizHaBaHHS 00 €KTIB Ha 300paKEHHSIX 3 BUKOPUCTAHHAM MOJENi MAIIuHHOTO
naBuanHs YOLO neoOximHo BukoHatu y Google Colab macrymuy komanmy: !'yolo task=detect
mode=predict model=yolov8s.pt source="pl.jpg" show=True (pucyHok 4).

RAM

Q_ Komanau + Kog + Tekct > BukoHaTM BCi ~ v vk - ~
1.1/1.1 MB : +
= dainm O X Downloading ultralytics_thop-2.0.17-py3-none-any.whl (2& . v 7 @
S¥ Installing collected packages: ultralytics-thop, ultralytics
@ C nBnBR © Successfully installed ultralytics-8.3.221 ultralytics-thop-2.8.17
Creating new Ultralytics Settings v@.@.6 file

ﬁ . View Ultralytics Settings with 'yolo settings' or at '/root/.config/Ultralyti

<> Update Settings with ‘yolo settings key=value', i.e. 'yolo settings runs_dir=
» [ -config /content

CZ ) @ sample_data

| O | ‘ plipg I !yolo task=detect mode=predict model=yolov8s.pt sour‘ce=]"pl.jpg"Ishow:True

B r2ipg

Iuck LocTynHo 68.05 GB
——

Pucynox 4 — @parMeHT nporpaMHOro Koy JUis 3allycKy po3Mi3HaBaHHs 00’ €KTIB Ha 300paskeHHIX
JIns po3ni3HaBaHHS BUKOPHCTaHa MOJIENb MAaIIMHHOTO HaB4yaHHs Yolov8s (Bepcis 8). ITicns

3aIlyCKy CKpHUINTa (pUCyHKa 4), TaHa MOJICNb 3aBAHTAXKYEThCS B KOPEHEBUH KaTasior mpoekty. Takox
OTPUMAaHO Pe3yJbTaTH PO3Mi3HABAHHS 00’ €KTIB Ha 300paxeHHX (PUCYHOK 5).
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Q Komawan + Kop + Teker b Bukowatmeci « A

Rwex
successfully installed ultralytics-8.3.221 ultralytics-thop-2.0.17

Creating new Ultralytics Settings v8.0.6 file

View Ultralytics Settings with 'yolo settings’ or at 'froot/.config/Ultralytics/settings.json’

Update Settings with 'yolo settings key=value', i.e. 'yolo settings runs_dir=path/to/dir’. For help see https://docs.ultralytics.com/quickstart/#u]
/content

= dainu O x

- 7

% @ Iyolo taskdetect mode=predict modeliyolovss. pt|source o1 jpe |shou=True
% Downloading https://git] ralylieatw® s/ rel eases/donnload/v8. 3.0/ volovs.ot to ‘yolovss.pt': 160K 21548 173.848/5 .15
‘ O - I detect WARNING A\ Envirops dfport cv2.imshow(} or PIL Image.show()
- [l predict Ultralysitiem T g7 Python-3.12.12 torch-2.8.0+cul26 CPU (Intel Xeon CPU @ 2.286Hz)

—
I summary (fused): 72 layers, 11,156,544 parameters, @ gradients, 28.6 GFLOPs

» [ sample_data

B r2ieg

B yolovas.pt

image 1/1 fcontent/pl.jpg: 448x64@ 4 persons, 2 cars, 1 bus, 5 traffic lights, 1 handbag, 612.4ms
Speed: 14.5ms preprocess, 612.4ms inference, 39.5ms postprocess per image at shape (1, 3, 448, 648)
Results saved to /content/runs/detect/predict

Tearn more at hilps

[/docs.ultralytics.com/modes/predict

Dwcx Doctynwo 68.02 GB
——
€3 3wikni Tepwinan v 1113 5 Python3

Pucynox 5 — Onmc 00’ €ekTiB, sIKi MOKe PO3ITi3HABATH MOJCIIb MAIIMHHOTO HAaBUYAHHS

PesynpraTi po3nizHaBaHHS 00’ €KTIB Ha 300paKEHHSAX HABEIEHO HA PUCYHKY 6.

cO & ArticleYOLO.ipynb ¥ &

2, MNoginuTucs
®aitn  3uiwuTn  Mepernany

8 =

- RAM
D Buxowatueci ~ v Buex

Bcrasutn  C RAosiaxa

Q Komawgu + Koa + Texer

ReyuaremenL asreauy SEuss, ——siww AN JUBEP IUCET LEUF Py IS 3,

5 in /usr/local/lib/python3.12,
,>=1.1.0 in /usr/local/lib/python3.
upSafe>=2.0 in /usr/local/lib/python3.12/
y3-none-any.whl (1.1 MB)

1.1/1.1 MB 20.4 MB/s eta 0:00:0:

Requirement already sa

= oainu 0O x

@@Cﬂ@

plipg X P2ijpg

[ Downloading ultralytics_thop-2.0.17-py3-none-any.whl (28 kB)
< Installing collected packages: ultralytics-thop, ultralytics
» I config Successfully installed ultralytics-8.3.221 ultrslytics-thop-2.0.17
eating new Ultra. ics Settings .0.6 file B4 ¢ P
€ . s Creating Ultralytics Settings v0.0.6 file traffic

View Ultralytics Settings with 'yolo settings’ or at '/root/.config/Ultralyt

= - detect Update Settings with 'yolo settings keysvalue', i.e. 'yolo settings runs_dir 3 .
O Jcontent troffic light 0.40:
~ [ predict raTnic
) 7 @ i
B olirg t i 3 "
Jsc| © !yolo task=detect mode=predict model=yolovBs.pt source="p2.jpg" show=True
~ [ predict2
3% WARNING A Environment does not support cv2.imshow() or PIL Image.show()
B o2ic0

Ultralytics 8.3.221 & Python-3.12.12 torch-2.8.8+cu126 CPU (Intel Xeon CPU
» [ sample_data YOLOvBs summary (fused): 72 layers, 11,156,544 parameters, @ gradients, 28.€

B rlics
B s2icn

B volovespt

image 1/1 /content/p2.jpg: 384x640 5 persons, 6 cars, 2 trucks, 4 traffic li
Speed: 12.1ms prep s, 453.2ms i , 4.7ms postprocess per image at
Results saved to /content/runs/detect/predict2

Q Learn more at httpsi// ics

docs.ultralytics.com/medes/predict

L AocTynwo 68.02 GB
C—

{3 3miwni B Tepminan v 11:41 B Python3

Pucynok 6 — Pe3ynpraTtu posmizHaBaHHS 00’ €KTIB 3 OTPUMaHUX 3 KaMepU MOOUIEHOTO IPUCTPOIO Y
peanbHOMY yaci

BUCHOBKM!.

B pesynbrari BUKOHaHOI po06oTH 0yi10 po3pobieHo npoekT y cepenosuini Google Colab ms
pO3Mi3HaBaHHS 00’ €KTIB HABKOJIHUIIIHBOTO CBITY Ha 300paKEHHSIX.

[IponemoHcTpOBaHO POOOTY 3a3/aleriib HaBYeHOT Moielni MamuHHOro HaB4aHHs Y OLO mis
BHU3HAuUEHHS 00’€KTIB Ha 300pakeHHAX. Tako)X HaBEJIEHO pe3ylbTaTH po3Mi3HaBaHHS 00’€KTIB Ha
300paKEHHSX.

CIIUCOK ITOCHUJIAHbD.

1. Hazapresuu M. A. , Onekcie H. T. Cucmema po3niznasannsam o0’ €kmié HA OCHO8I MoOei
YOLO. Vxpaiucokuii ocypuan ingpopmayitinux mexnonoeit. 2024, m. 6, Ne 1. C. 120-126.

2. YOLO (object detection algorithm) [Electronic  resource] -
https://itwiki.dev/data-science/ml-reference/ml-glossary/yolo-object-detection-algorithm

3. Google Colab [Electronic resource] — Availble at: https://colab.research.google.com/

Availble at:
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YK 621.73:621.983:539.4

Binocreunnii B.O., CaByasik B.B. (Binnuyvxuii nayionanbruii mexniunuil yHigepcumem, Binnuys,
Ykpaina).

HEfIPQMEPE)KHE INPOT'HO3YBAHHS TA MOJAEJIFOBAHHSI ITIPOHECY )
XOJOIHOI INTACTUYHOI AE®OPMALII ®JIAHIEBUX AETAJIEHU 3 IMCTOBOI
CTAJII AlSI 304.

Anomauia. Y cmammi nooano pezyrbmamu OOCHIONCeHHA Npoyecy XON0OHOI NIACMUYHOT
oepopmayii (XI1/]) ¢pranyesux oemaneii i3 mucmogoi kopoziunocmivxoi cmani AlSI 304 y dianazoni moswun
1,5-6,0 mm. Ilpoyec gopmoymeopenns maxux Oemaieli XapaxmepuzyemvbCs 6UCOKOIO YYMIUBICMIO 00
pedicumis  0epOpMYSaHHs, GIACIMUBOCMEN Mamepiany, JOKATbHUX NONI6 HANPYICeHb Md WEUOKOCTI
Oegpopmayii, wo susnavae HeoOXionicmsb po3pobiienHs: 00CMOoBIpHOL Mamemamuynoi modeui. Memoio pobomu
€ cmeopenns yugposozo osiunuxa npoyecy XIIJ] @ranys, axui 0036018€ NPOSHO3Y8aAmMU Napamempu
deopmayii, noagy doeghexmis ma oyiHO8aMU AKICMb 20MOB020 8UP0DOY. 3aNPONOHOBAHO NPYHCHONIACTIUYHY
modens nosedinku cmani AlSI 304 3 ypaxysannsam nokasnuxis smiynents, a maxodxc pospooneno FEM-mooens
3 inmeepayiero excnepumenmanviux DIC-danux. 3a pezynomamamu mooemosanus 6UHAYEHO KPUMUUHI
pedicumu empamu CmiuKocmi, yMo8u GUHUKHEHHS, X8UIACMOCME KPOMKU d NApamempi, wo 6nausaioms Ha
Hepignomipricms mosuwjunu. Onmumizayitinuti nioxio 00360aue smenwumu 3miny mosuunu 3 9,1% 0o 4,7%.
Cohopmosarno mexnonociumi pexomeHoayii wodo subopy weuoxocmi degopmayii, Koepiyiecnma mepms,
pedicumie macmun ma memooie 3HudcenHs Haxaeny. Ompumana mooenvb Modice Oymu O0CHOBOW O
B00CKOHANICHHSI NPOMUCTIOBUX NPOYECi8 BUSOMOGNIeHHS (DlaHyesux Oemanei i NOOATLUIO20 PO3GUMKY
KOMNIEKCHO20 yugposozo ogilinuxa onepayii X11J].

Knrouoei crosa: xonoona nracmuuna oegpopmayis, granyesi oemani, AISI 304, yugposuii ositinux,
FEM, DIC, onmumizayis.

Abstract. The paper presents the results of a study on the cold plastic deformation (CPD) of flange
parts made of AISI 304 stainless sheet steel within a thickness range of 1.5-6.0 mm. The forming process of
such components is highly sensitive to deformation parameters, material properties, local stress fields, and
strain-rate conditions, which necessitates the development of a reliable mathematical model. The aim of the
work is to construct a digital twin of the CPD process allowing prediction of deformation parameters, defect
formation, and final product quality. A constitutive elastoplastic model of AISI 304 with strain-hardening
parameters is proposed, and an FEM model integrated with experimental DIC data is developed. The
simulation results reveal critical instability regimes, conditions for edge waviness formation, and factors
affecting thickness non-uniformity. The optimization framework enabled reduction of thickness variation from
9.1% to 4.7%. Technological recommendations concerning strain-rate selection, friction coefficient,
lubrication modes, and methods for reducing strain hardening are formulated. The developed model can serve
as a basis for improving industrial manufacturing of flange components and advancing a comprehensive
digital twin of the CPD operation.

Keywords: cold plastic deformation, flange components, AISI 304, digital twin, FEM, DIC,
optimization.

Texnosorii xonoaHo1 macTuuHoi aedopmarii (XI1/I) TOHKOIHMCTOBOT KOPO3IHHOCTIHKOT cTami
AISI 304 mmpoko 3aCTOCOBYIOTBCS IMi/I YaC BUTOTOBJICHHS (DIIAHIIEBUX Ta KOPIYCHUX JCTANICH IS
npuiIag00y/IyBaHHs, XapyoBOro o0JaHaHHS Ta MAIMHOOYIIBHUX KOHCTPYKLIN, 110 MPAalOTh B
yMOBax KOopo3iifHoro cepeaosuia. [lonpu 30BHIIIHIO TPOCTOTY omneparlii GopMOyTBOpeHHS (aHIIs,
TEXHOJIOTIYHUNA MPOLEC XapaKTePU3yeThCSl BUCOKOIO YYTIMBICTIO JI0 PEXHUMIB JepOpMyBaHHS,
BJIACTHBOCTEH MaTepiaily, JJOKAIBHHX IT0JIIB HAMPY>KEHb 1 IMBUIKOCTEH Aedopmarii. Y npukpirieHoMy
HaBuaJIbHOMY Matepiaii (“MojentoBaHHs KPUTUYHUX TEXHOJIOTIH...”) MIJKPECcIeHO HEOOX1IHICTh
MO/JIETIOBAaHHS peajbHUX BUPOOHMYMX MPOIIECIB IJIsl IPOrHO3YBaHHS AKOCTI BUpoOiB . Came 115 JIoTiKa
cTaja marpyHTSM JJIs IPOBEACHOTO TOCTIKSHHS.

3aBJaHHs, 1110 MMOCTIHHO BUHUKAE B 1H)KEHEPHIN MPaKTHIll,— 3MEHILIEHHS HEpIBHOMIPHOCTI
TOBIIMHHM (HIIAHIIA, 3a1I00IraHHs JIOKAJIbHIM BTPATi CTINKOCTI Ta aJieKBaTHE TPOTHO3YBAHHS TIPYKHOTO
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BIANpYKUHEHHS. Bel Tpu (akTopu KpUTHYHO BIUIMBAIOTH HAa TOYHICTH JIETall Ta TEXHOJOTIUHY
HaJIHHICTD MPOIIECY.

Meta poOOTH TOJSraE y CTBOPEHHI MaTeMaTU4HOI Ta CTPYKTypHOI Mozeini npouecy XI1[]
dnanneBoi geram 3 ymctoBoi ctam AISI 304 y miamasoni ToBmuH 1,5-6,0 MM, sika nae 3Mmory
MPOrHO3YBaTH JedopMalliiiHi TapaMeTpH, MOsSBY Ae(EKTIB Ta 3a0€3MMeUUTH IMIIBUIICHHS SKOCTI
¢iaHIeBUX BUPOOIB.

Jnst nocsirHeHHs MeTH C(OPMYITBOBAHO 3aBJAHHS:

1. omwmcatu npyxHoIIacTuIHy moBeainky cram AlS| 304 3a yMOB BeJIMKOT IJIACTUIHOT
nedopmMartii;

BU3HAYNTHU KPUTHUYHI PEKUMH BTPATH CTIMKOCTI (hIIaHIIs;

noOyayBaTu 1uGPOBHIA IBIMHKK ITpoliecy Ha ocHOBI noegHanHs FEM- 1 DIC-mimxomis;
PO3pOOUTH OTITUMI3ALIIHY MOZIETTh BHOOPY TEXHOJIOTTYHUX ITapaMeTpiB;

OLIIHUTH aJICKBATHICTh OTPUMAHUX PE3YJIBTATIB Ta BU3SHAYUTH MEKI MOIETII.

ik wnN

VY nocnimkeHHi Bukopuctano nuctopy crainb AlS| 304 3 nianazonom toBumH 1,5-6,0 M.
Le#t nmiama3oH € KPUTHYHUM: TOHKI JIMCTH JEMOHCTPYIOTh IiJBHIICHUN PH3HMK JIOKAIBHUX

MIKpPOTPILIUH, TOAI SK TOBCTI — 3HA4YHI e(QEeKTH NPYKHOTO BIANPYKUHEHHA. MexaHiuHi
xapakrepuctuku AISI 304:
002 ~ 210 MI1a, ou ~520-650 MI1a,
K =1480 MI]a, n = 0.45-0.55.

Pesxxumu nedopmyBaHHs:
* wBHKicTs Aedopmanii ¢ = 0.1-1.0 s
* koediuient Tepts 4 = 0.08-0.12;
* KOHTaKTHUI TUCK — 110 650 MI1a.

MaremaTiuHa MOZEIb IMJIOCKONPYKHOT IUIACTUYHOT JedopmMallii IpecTaBIeHa HaCTyITHUM
yrHOM. [Ipy’KkHOIUTacCTUYHA OBEIHKA OMUCYBAJIACs 3aJI€KHOCTSIMU:

. |
a ij= Cijk (ekl — 2" ),

o=Kg".
Monens nedhopmyBanHs (BraHI BKITIOYAIa BU3HAYEHHS JIOKATHHOI TOBIIIMHHU:

t(0) = to — AL(0),

ne 0 — MONSpHUM KYT.

PesynbTaTtu cBimuaTh, 110 MAKCUMalbHi TPaIi€HTH TOBIIUHI BUHUKAIOTH Y 30H1 IIEPEX0Ly
“crinka— Quanens”’, 1e aedopmariis crae 6IU3BKOO 10 TTOMIMHHO.

®opMyBaHHS XBUIICTOCTI KPOMKH (pJIaHIIS Ta JIOKATIbHUX 30H BUTOHUYEHHS OL[IHIOBAJIOCH 3
BUKOPUCTAHHSAM KpHTepito Xiuia:

F(o1,02) =1,
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1€ 01, 02 — TOJIOBHI HAIIPYKCHHSI.

MopentoBaHHs OKa3ajo:
— Juis TOBIIWH 1,5-2 MM kpuTHYHA IBUAKICTH Aedopmartii ctaHoBUTh ¢ ~ 0.4 st
— XBWISICTICTb 3’ ABJISIETHCS MpH 301bIIeHH] ¢ moHay 0.11;
— JI71s1 TOBIIIMH 5—6 MM KJTFOYOBY POJIb BiAIrpae MOYyJIb MPY>KHOCTI—IIPYKHE
BIIIPYKUHEHHS BU3HAYAE KIHIICBY T€OMETPIir0 (hIIaHIIs.
st moOoynoBu mudposoro aiitHKka nporecy XI1/1 ctBopeHo 6a30By Bepcito muppoBOro
JIBIHHKA, KA CKIIQIAETHCS 3:
1. FEM-mopueni (po3paxyHOK I0JIiB HANIPYXKECHB 1 TOBILMHU);
2. DIC-kapt nedopmariiii, OTpUMaHUX €KCIIEPUMEHTAIILHO;

3. ONTHUMI3AI[IHHOTO OJIOKY, IO IMiIOMPAE PEXKUM
nedopmyBanns. 3icraBiennss FEM ta DIC nano
PO301KHICTB:

0 = 6-8%.

Ile npuitasTHa moxuOKka Juisi mpomikHoro erarmmy HJIP, ame OmoHEHT ciymiHO BKazaB Ha
HEOOXITHICTh PO3IMIUPEHHS MOJCNI 3 ypaXyBaHHSM TEMIIEPATYPHUX €QEKTIB Ta TicTepe3ucy
nedopmarii. Jliticno, ctans AlS| 304 neMoHCTpye MiABHUILIEHY YUY TJIMBICTD A0 JOKAIBHOTO PO3IrpiBy
IIPU BUCOKUX MIBUAKOCTAX JAedopMallii, 10 B CIPOIICHIM MOJIeNi He BpaXxOBaHoO.

Jnst onTumizamii TEXHOJIOTIYHUX MapaMeTpiB 3alpOIOHOBaHO (DYHKIIOHAT ONTHMI3aIli] SKOCTI

bnanIs:

2w
J=1 [@@®) — 0y +0.302]do.
1]

[Insixom BapitoBaHHS € Ta 1 OTPUMAHO 3MEHIIIEHHS HepiBHOMIpHOCTI ToBIIMHY 3 9,1% 1o 4,7%,
110 BiJINOB1JIA€ MiIBUIIIEHHIO CTa0LIBHOCTI IIpo1iecy GOpMOYTBOPEHHS.
TexHomoriuH1 peKkoMeHaIlii 3a pe3yIbTaTaMHi MOJICTIOBAHHS.

1. BUKOpHCTaHHS MaCTHJIBHUX Matepiaiis, siki 3a0e3neuytots 4 = 0.08-0.10, miHimizye
KPUTUYHI IpaJieHTH aedopmartii.

2. 3actocyBaHHs 0araTOKPOKOBOT BUTSIKKH 3 JJOKAITEHIM 3MEHIIEHHSIM IIBHIKOCTI 3HUKYE
PH3MK MIKPOTPIIIMH Y TOHKUX JUCTaX.

3. Jyis TOBIIMH MOHAT 5 MM HEOOX1THO repeadadaT KOMIICH Al HHII TPUITYCK Ha
npyxHe Binnpyxuaenss (1,5-2,3%).

4. BukopucTaHHs BiOpaLiifHOroO nepeHaBaHTaXEHHs J]a€ 3HIKEHHs Hakieny Ha 8-12%.

Bnacninok copMOBaHO IUJIICHE YABJICHHS TIPO MOBEIIHKY (UIaHIeBUX AeTanei 31 ctami AISI
304 y npoueci xono1HOT T1acTUYHOI Aedopmartii B Jiama3oHi ToBmuH Big 1,5 1o 6 mm. [ToGynoBana
MaTeMaTh4YHa Ta CTPYKTYpHA MOJIEh Jlaja 3MOTY ONMUCATH KJIIOYOBI JedopMaliiifHi MexaHi3MU i
OLIIHUTH BILJIMB TEXHOJIOTTYHUX MapaMeTpiB Ha GOPMOYTBOPEHHS.

3acTocyBaHHs KpUTEpit0 Xiju1a JO3BOJIMIIO BUIUIMTH 30HU MOTEHIIIIHOT BTPATH CTIMKOCTI Ta
3pO3YMITH, SIKI PEXKMMH HaWOUIBII CXWIbHI /10 BUHUKHEHHS XBHJISACTOCTI KpoMku. Lle cramo
BaXUIMBHUM €JIEMEHTOM JJIs MOJAJIbIIOr0 aHaui3y sikocTi ¢uianuiB. CTBOpeHUH IMPPOBUI IBINHUK —
noeananHss FEM-monemoBanHa 3 ekcriepuMeHTanbHUMH DIC-BUMIpIOBaHHSIMH — MiATBEPIUB
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Mparne31aTHICTh MO 3 TOXHUOKOI0 6—8%, 110 € MPUHHATHUM MTOKa3HUKOM JIsl IPOMIKHOTO €Tamy
poGoTH.

BuxopucTaHHsS ONTUMI3allifHOTO MiJIXO0Ay IOKa3ajao, MO0 MPaBHJIBHO MiAiOpaHi pexuMHU
neGopMyBaHHs Jal0Th MOXJIMBICTh CYTTEBO 3MEHIIUTH HEPIBHOMIPHICTh TOBIIMHHU (iaHLs — Yy
cepenabomy Ha 23-28%. Ha ocHOBI 11boro copMysbOBaHO HU3KY TEXHOJIOTTUHUX PEKOMEHAALIIN,
CHPSIMOBAHUX Ha MIABUIIEHHS CTaOUIBHOCTI Ta mepeadauyBaHocTi mporecy XIIJ y BupoOHHYHMX
YMOBaX.

Pazom i3 TUM OTpUMaHi pe3ylbTaTH HE € 3aBEPIICHUMH: IOCITIHUKCHHS 3aJIHIIAETHCS
MIPOMDKHOIO JIAaHKOKO JIUCEPTAIliiHOI poOOTH 1 MOTpedye MOAANBIIOTO PO3IMUPEHHS MOJICII.
[Tepenycim 1e cTOCyeThCS BpaxyBaHHSI 0ararodiznyHux e(eKTiB — TeMIepaTypHHUX T'PAI€HTIB,
€BOJIONIT HAaKJICNy Ta MPYKHOTO BIANPYKWHEHHs, SKI BIAIrparOTh CYTTEBY POJb Y PEATbHHUX
TEXHOJIOTIYHUX Tporiecax. [loganpmmii po3BUTOK IIMX HAMPSIMIB JO3BOJIMTH MIEPEUTH BiJ CIIPOIIEHOT
MOJIeJIi /IO TIOBHOILIIHHOTO MU(POBOTO IBIMHMKA TEXHOJIOTIUYHO1 orepartii.

YJIK 004.41:378.1

Litic B.B. ([Jonbacvka depocasna mawunobyoiena axademis, m. Kpamamopcwk-Tepronine,
Ykpaina), T'itic 1.B. (Xapxiscokuti nayionanvruil ynisepcumem paoioenekmponiku, Xapkis,
Yxpaina).

PO3POBKA HEMPOMEPEKHOI CHCTEMU ®OPMYBAHHS CTPATETTI
NEPETOHOBOI KOMAH/IM.

Anomauia. Cmammio npUcesieno po3pooaeHHIO HEUPOMEPENHCHOL cucmemMu NiOMPUMKU RPULIHAMML
piutens 011 popmysants cmpamezii asmomoodibHux nepe2onie cepii « @opmyna-1». [lpoananizosano kouoei
gaxmopu, wo susHauaoms egheKkmugHicmsb 8UOOPY nepe2oH080 cmpamezii, 30Kpema 3HOC i de2padayiro WiuH,
KOHGhieypayilo mpacu, cmuib 600iHHA NilomMa, MeMnepamypy cepedosuiya ma XapaxKmepucmuxu
acghanomnozo nokpummst. Ha 0cnogi gusHayenux YuHHUKI6 cqhopmosano euxionuii npocmip iz 18 Hezanexcrux
o3Hax. Memoo 20106HUX KOMNOHEHM 3ACMOCO8AHO 05 6UOOPY HAUOLNbUL PeneBaHMHUX ampudymie, wo
00360UNO 3HUSUMU POIMIPHICMb NPOCMOPY MA HOKPAWUMU NOOATbule MOOeT08AHHS. 3anponoHO8aHO
apximexmypy cucmemu, AKa CKIA0AEMbCSA 3 YOMUPLOX MOOYII6 — OA2amouaposux WmMyyHUX HeupoOHHUX
Mepedic RPAMO20 ROWUPEHHS], KOJHCHA 3 AKUX 8I0N06I0AE 30 NPOCHO3YBAHHS KOMNJIEKMIE wuH 0711 6I0N08I0H020
emany cmpameeii. OnmumanbHi napamempu Ha84YaAHHs U3HAYEHO i3 3ACMOCYBAHHAM POOACHUX MemOoOi6
onmumizayii (AdaMax) ma ¢ynxyii empam Xvrobepa. Cepednvbokeéadpamuyna noxubka mMooeni Cmanogums
0,1, wo ceiouums npo it 30amuicme Gopmysamu HAOIUNCEHI 00 PedlbHUX pPileHHS Ol Nepe2OHOBUX
cmpameeiti. Pe3ynomamu 0ocniodxcents niomeeposicyroms, wo 3anponoHo8aHa CUcCmema Modxice Cliy2ysamu
IHCMpYMEeHmoM 011 CKOPOYEHHS. 4acy NPULHAMMS pileHb ma Ni08UWEHHS eeKmUSHOCMI NepecoH08UX
KOMAHO.

Knwwuosi cnosa: asmomobOinbHi nepeconu, cmpameis, 3HOC WUH, WMYYHA HEUpOHHA Mepedicd,
HelpomepedCcHa cucmema.

Abstract. The paper presents the development of a neural-network-based decision support system for
forming racing strategies in the Formula 1 series. Key factors influencing strategic effectiveness are analyzed,
including tire wear and degradation, circuit configuration, driver behavior, ambient temperature, and track
surface characteristics. Based on these factors, an initial feature space of 18 independent variables was
formed. Principal Component Analysis was applied to identify the most relevant attributes and reduce
dimensionality, thereby improving prediction performance. The proposed system architecture consists of four
modules, each implemented as a multilayer feedforward artificial neural network responsible for predicting
the tire compound to be used at a corresponding stage of the race strategy. Optimal network configurations
were determined using robust optimization methods (AdaMax) and the Huber loss function. The resulting
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system achieved a mean squared error of 0.1 on the test set, indicating high generalization capability and the
ability to produce strategy recommendations close to real decisions made by Formula 1 teams. The developed
approach demonstrates that the neural-network-based system can significantly reduce decision-making time
and improve the effectiveness of racing strategy formation.

Keywords: car racing, racing strategy, tire wear, artificial neural network, neural-network system.

IcHye BenMKa KiIbKICTh THITIIB aBTOMOOUTLHUX 3MaraHb, sIK1 BIIPI3HAIOTHCS 3a TUIIAMHU Tpac,
KOHCTPYKIII€I0 MalliH, OCOOTUBOCTSM TEXHIKH BOJIHHS Ta iH. He3Bakarouu Ha BiIMIHHOCTI, TOM
¢dakT, 0 Ha KIHIEBHH pe3y/bTaT BIUIMBAE 0arato TeXHIYHUX (AKTOPiB, 00’ €qHYE iX.

Onnum 3 Takux (PakToOpiB cTpareris TOHKH, fKa IOJIATA€ Y BHU3HAYEHHI ONTHMAJIbHHUX
TEXHIYHUX TapaMeTpiB aBTOMOOUTIO. JIJIsi IPUIHATTS 3BaKEHUX Ta 00’ €KTUBHUX PIllIEHb y TPOIeci
dopmyBaHHs cTparerii HEOOXiJHO aHaji3yBaTH BENUKI OOCATM [aHMX, IO POOHUTH MPOIEC
TPYAOMICTKUM ISl Jtofiedl. ToMy B TakMX yMOBaxX BKpal akTyalbHHM € BIPOBAKCHHS MEXaHI3MY,
II0 T03BOJIUTH MiABUIIUTH €()EKTUBHICTD MPUHHATTS PIlLICHb.

Metoro po0OOTH € MmiABHUIIEHHS €(EeKTHBHOCTI TIEPErOHOBOi CTparerii 3a paxyHOK
BUKOPHCTAHHS METOIB IITYYHOTO 1HTEIICKTY.

HaiiBummm Ki1acoM MDKHApPOIHUX TIEPETOHIB I OJHOMICHHUX TOHOYHHX aBTOMOOLTIB €
«Dopmyna-1». Bona mpoxoauts B 24 eTanu, KOKEH 3 SIKUX TPUHOCHUTH BIIACHI BUKIIUKH.

OpHuM 3 TakuxX BHUKIHKIB € KoH(piryparis Tpacu. dopma Tpacu HE MHiJIATa€ CTPOTUM
0OMEKEHHSIM, 110 pOOUTH KOXKHY 3 HUX YHIKaJIbHOK. KojkHa Tpaca CKIaaeThbes 3 HOBOPOTIB, MPSIMHUX
Ta 30H, K1 JO3BOJSIOTH aKTHBAIIIID CUCTEMH 3HWKEHHs aeponuHamignoro onopy (DRS), mo Hagae
CYTTEBY IpHOABKY B IMIBHIKOCTI aBTOMOO1ITIO.

[HImIMMK HeManoOBaXHUMH BUKIMKAMU € 3HOC Ta Jerpajaiis IWH. 3HOCOM Ha3WBalOTh
MIOCTYIIOBE TOTIPIIEHHS CTaHy MPOTEKTOpa IIUHH Y XOAi il BUKOpHUCTaHHA. Jlerpanmaris muH — 1e
MOTIPIICHHS XapaKTePUCTUK IIMHU, BUKIUKAaHE HAJAMIPHUM 3HOCOM Ta TeMIEpaTypHUM
mucOanancoM. Lli sBUIA MOXYTh TIPHU3BECTH IO 3HWKCHHSI 3UCIUICHHSI, CTIHKOCTI Ta IIBUIKOCTI
TOHOYHOTO aBTOMOO1JIs, 110 MOKE MTOCTABUTH I11]1 3arpo3y [IAHCH KOMaH/IU Ha IOCATHEHHS TEPEMOTH.

Cepen UMHHUKIB, SIKi BIUIMBAIOTH HA PiBEHb 3HOCY Ta Aerpajaii, HasBHi [1]: rymMoBi cymimi,
AKi BHUKOPHUCTOBYIOTHCSI [UIsl BUPOOHUIITBA DI3HUX THINB IIMH, TEMIIEparypa HaBKOJUIIHHOTO
cepesoBuIna Ta ac(haabTHOTO TOKPHUTTS, CTHIIb BOJIHHS FOHIIMKA Ta YMOBH Ha Tpaci.

YMOBHU Ha Tpaci € BU3HaYaJIbHUM (PAKTOPOM TOTO, SIK IIBHUJKO 3HOWIYIOThCS IIMHU. KoxkHa
Tpaca Mae HHM3KY XapaKTepUCTHK, sIKI BU3Ha4aloTh L1 yMoBHU. Cepes HMX BHOKpeMIOTh [1]:
3YeIJICHHs], CKJIQJHICTh FAJIbMYBaHHsI, BIUIMB O1YHUX CHJI, HABAaHTAXXCHHS HA IIMHHU, IPUTUCKHY CUITY,
aOpa3MBHICTb, are3110 Ta EBOJIIOLIII0 ac(abTy.

3 MeTor0 3amo0iraHHs CyTTeBiM Ta mepeavyacHii aerpajaiii ryMy, KOMaHId 3aCTOCOBYIOTb
Ppi3HI 3axoAu 3 OOKY IMIMH: MiITPUMAHHS ONTUMAJIbHOIO TUCKY B IIMHAX, BUOIpP BIAMOBIAHOIO CKIIATy
I'yMH, NOTIepeHiil po3irpiB MKH Ta HAJAITYBaHHS MaKCHUMaJbHOIO JIIMITY KyTa po3Baly KoJeC B
KiHIl npsMoi. OkpiM 1bOro, 60poThda 3 HAJIUIIKOBUM 3HOCOM Ta JIETpajalli€lo IIMH BKIIOUYAE
3HAXOJUKEHHS ONTHMAaJIbHOIO CTHIIIO BOJIHHS, aHAJII3 JAaHUX TEJIEeMeTpii Ta CTpareriio.

Crpareris y «®opmyii-1» cTrocyeTbes MIT-CTOMIB Ta pOOOTH 3 IIMHAMU: TOTPIOHO BUPILIUTH
3aJa4y MPOrHO3yBaHHS TEMIIIB Jierpajiallii, He0OXiTHOrO MOMEHTY JUIsl 3yIUHKHU Ta BU3HAYEHHS, SIK1
caMe THUIIM IIUH JOLUIFHO BUKOPUCTOBYBATH Ha 11l Tpaci.

3riiHo 3 IpaBWJIAMH, MO XOAY TOHKH Mae OyTH 3poOsieHO Xoua O OHY 3YNHHKY, a TaKOX
BUKOPHUCTAHO SIK MIHIMYM JBa pi3H1 TUNH MHH [2]. OIUH KOMIUIEKT BUKOPHUCTOBYETHCS TOHIITUKOM
JUTSL CTapTYy, 1HIII — M1l Yac MPOBEICHHS MiT-CTOMIB. TaKuM YMHOM, THUIH IIIKH, III0 00Upae KoMaHaa
BITPOJIOBK TOHKH, 3aJI€)KaTh OJMH BiJ OHOTO.

Bbyno Bu3Ha4deHO, IO 3a BIACYTHOCTI (HOPC-MaXKOPIB MaKCHUMajbHa KUIBKICTh MIiT-CTOIIB
3a3BUYail ckiagae 3. MakcuManbHO MOXKIIMBA KIJIbKICTh KOMILJIEKTIB IIUH, SIKY TOHIIUK BUKOPHCTOBYE
3a TOHKY, IOPIBHIOE 4 — OJIMH CTapTOBUI Ta TPU BCTAHOBIIEHI i1 4ac MiT-CTOIIIB.

Taxum urHOM, BUX1THHH MIPOCTIP 03HAK CKJIaaac 18 He3ame)HUX 3MIHHUX, 1[0 BKITFOUAIOTHCS
XapaKTepUCTUKHU TpacH, YMOBU Ha Tpaci, TEMIeparypy, Hopy pOKy Ta HaJalITyBaHHS MAIlIWHH, a
TaKOX 4 3aJIe)KH1 3MIHHI — KOMIUIEKTH IIIHH, K1 MOYK€ BUKOPHCTATH TOHIIUK.
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Jlnst migBuIeHHs sikocTi mporHo3yBanHs [ITHM moskiuBe BUKOPHCTaHHS TEXHIK TOTIEPETHBOT
00po0Oku nanux. OMHUM 13 TAKHX METOIB € MeTOJI ToJI0BHUX KOMITOHEHT (PCA), OCHOBHA MeTa SIKOTO
roJIArae y BUOOP1 BIAMOBITHUX aTpuOyTiB JJIs aHATI3Y JIaHUX.

MeToa roloBHHX KOMIIOHEHT BHKOPHCTOBYETHCS JJII BH3HAUCHHS PEJICBAHTHUX aTpHUOYTIB.
Ha pucynky 1 HaBeneHO pe3y/ibTaTd BU3HAUEHHS MOTYXXHOCTI JJISl KOXKHOI O3HAKH Y BHUXIJTHOMY
POCTOPI.

Variable importance

06
04
02

0,0

-0,2

Length
Laps

Power
o
@
Lateral i ,
Braking ]

Num, DRS Zones
Traction [

Downforce

Asphalt Grip il
Min, Starting Pressure (Front) ]

Tyre Stress
Track Evolution
Num, Turns
Asphalt Abrasion
Temp, Ambient

EOS Camber Limit (Rear) .
Season

EOS Camber Limit (Front)
Min, Starting Pressure (Rear)

Variable

Pucynok 1. Bizyamnizaiiis 3Ha4yI1ocTi 03HaK

MoxHa mobayuTH, M0 HaliMEeHI 3HAa4yIIUMU 3MiHHMMH € Season Ta Temp. Ambient. Ix
3HAYEHHS MOTYKHOCTI € Om3bkumu 10 0.

VY pesyabrari gociigkeHHs [3] Oyno 3po0iaeHO BUCHOBOK, IO BHJIYYEHHS HaHMEHII
3HAYYIIUX O3HAK 13 BUXIIHOTO HAOOpPY MaHUX CHPHIATAME MiABHINCHHIO HOTr0 CTaTHCTUYHOI
3HAUUMOCTI Ta MMOKPALIEHHIO SKOCTI 00pOOKHM METOlaMH MAIIMHHOTO HaBYaHHA. TakoxX y pe3yabrari
aHasizy Oyiio BU3HAYE€HO BiJICYTHICTh BUKUIIB Y BUXiTHOMY HaOOpi TaHKX, TPOTE MPUCYTHI HE3HAUH1
BIIXMJICHHS.

HasBHICTD EKiTbKOX BUXO/IB (HEOOXiMHICTh (POPMYBAHHS MOCIHIJOBHOCTI KOMIUIEKTIB IIWH,
10 Ma€ BHUKOPUCTATH TOHIIMK) OJHOYACHO MOXKE€ 3HAUYHO YHOBUIBHUTH MPOIEC HABYAHHS,
YCKJIQJHUTH 3aJ1a4y alpoKCHUMAIlil Ta BUMaratu OuIbIle 00YMCIIIOBaILHUX BUTPAT IS 11 BUPIIICHHS,
HIXK JJI1 CHCTEMH 3 OIHUM BUXOIOM. Takok Mozieni 3 JeKUIbKOMa BUX0IaMU MatOTh BUIIMNA PU3HK 10
nepeHaBYaHHS.

OxpiM OMHMCAHHWX BHWIIE HEAONIKIB, HEJOLITbHICTH BUKOPHUCTAHHS MOJENI 3 JEKiIbKOMa
BUXO/IaMU JUIsl GOPMYBaHHS CTPATETIi MOJIATAE Y MOKIIMBOMY YITYIIEHHI 3B 3Ky MK KOMIUIEKTaMU
IINH, 5K OyJ1e pEeKOMEHJ0OBaHO 00paru.

TakuM 4MHOM, COMPAIOYUCH HA HEAONIKM BUKOPUCTAHHS MEpEeX 3 JEKUIbKOMa BUXOJaMHU Ta
Oepyul 10 yBaru 3B’S30K MDK 3MIHHHMMH, SIKI HEOOXIZHO CIPOTHO3YyBaTH, y po0oti [4] Oyno
3alpONOHOBAHO BUKOPUCTAHHS CUCTEMH 3 apXITEKTYpOIO, IPEICTABICHOI0 Ha PUCYHKY 2. X1 — X16 —
arpuOyTH 3 BUXigHOro Habopy nanux, HM; — HMy — HelipomepexkHl MOAYdl CUCTEMH, Y1 — Y4 —
KOMIUIEKTH IIUH Ha KO)KHOMY €Talll CTpaTerii.

HM;

y2

HM.
X1 | i

Xis— ¥3

HM3

HM4 b

Pucynok 2. Cxema apxiTeKTypu MoOy10BaHO1 CUCTEMH
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Monyni HM1 — HMy4 Oyno peanizoBaHo y BHIVISAlI OaratormrapoBoi IITYYHOI HEHpOHHOT
MEpeXi TPSMOrO TMOIUPEHHS. Y SKOCTI aJIrOpUTMYy HaBYaHHS OyJI0 BHKOPHUCTaHO 3BOPOTHE
MOTIUPEHHSI TIOMIJIKH.

ExcrniepuMeHTanbHO Oy/0 BH3HAYCHO, IO HASBHICTH JBOX NMPUXOBAHUX IIAPIB Yy KOXKHOMY
BU3HAYCHOMY MOYNi € ONTHUMallbHOK. ONnTUMaibHa KUTBKICTh HEHPOHIB 3aJIEKUThH Bij Oararhbox
daktopiB. [lnsg copoimieHHS Tporecy BHOOPY apXiTEKTypd HEUpOHHOI Mepeki, MOKHA
BUKOPUCTOBYBAaTH HH3KYy METPHUK, SIKI JIO3BOJISATH OI[IHUTH BHUPINIyBaHy 3adady Ta OTPHMATH
OpPIEHTOBHE YMCJIO HEHPOHIB.

3rigao no b. Yiapoy [5], Bu3HaunTH HEOOXiAHY KUIbKICTh HEMPOHIB MOXHA 32 HEPIBHICTIO
JUIS OILIIHKK BaroBWX KOEQILIE€HTIB y IITYYHIA HEHPOHHIM Mepexi, IO IPYHTYETbCS Ha 00’ emi
HABYaJIbHOI BUOIPKU:

N, N,

<N, <N<&+1)(N +N,+1)+N )
1+ logz( ) N, Y ’
ne Ny, — KiIbKiCTb Bar y Mepexi; Ny, — KiIbKICTh €K3eMILIAPiB HaB4aIbHOI BUOipku; Ny Ta N,,
— PO3MIPHICTH BXiJTHOTO Ta BUXIHOTO CUTHAILY MEpPEeXi.
I3 iporo BHIIIHMBAE, IO MiHIMAJIBHE YHACIIO HEHPOHIB Y IITYYHIN HEHPOHHIM MEepexkKi JOPIBHIOE

Ny,

Ny = ————. 2
TN +N, )

[TincraBuBim y dhopmyny (2) rpannyni 3HadeHHs N,,, po3paxoBati 3a ¢opmynoro (1), 6yno
BU3HaueHO MiHiMambHe (N1) Ta makcumambHe (Ni3X) upcio HeHpoHIB y NPHUXOBAHOMY IIapi
Mepexi [6].

OxpiM po3Mipy HaBYaJIbHOI BHOIPKH, 3 METOI0 BU3HAYCHHS DPO3MIpY MEpEexXi OI[IHIOIOTH
CKJIaJIHICTh ampokcumallii QyHkuii. /[ mporo BUKOPUCTOBYIOTH BHUOIPKOBA OIIHKA KOHCTaHTH
Jlinmans [6]:

. £\ 2
K k-

L =max |——————————, 3
{x, ¥} i%) Zf (x,i—xj)z 3)
=1 k

Jie X — 3HAYEHHS BXIJHUX CUTHAJIIB MEPEXi; Y — 3HAYCHHS HEOOXIAHUX BUXITHUX CHUTHAIIB
Helipomepexi.

Oninka koHCTaHTH Jlimmmis 6aratonapoBoi MTYYHOT MEpexXi 3 CUIMOIAATIBLHO (PYHKIIIEO
aKTHUBAIlll OOYHCIIIOETHCS 32 HACTYITHOIO hopMyroro [6]:

Ls < ¢ /NN, H Ny, , 4
i=1

ne N, — 9ncio BXiJHUX CHTHAJIIB, N,, — 4ucno BUXIJJHUX CUTHAIIB; k — KUIbKICTh IIAPIB; Ny,
— 4HCJI0 HEHPOHIB Ha 1-OMYy 1Iapi; ¢ — MapaMmeTp akTUBALiiHOT PyHKIII.

Heiiponna mepeska 31aTHa po3B’s3aTH 3ajady alpoKCUMalii 3a1aHoi TabnuyHOi QyHKIIT 3a
yMOBH Lg = Ly 3. Tomi KUTbKICTh IPUXOBAHUX HEUPOHIB HE MOBUHHA OYTH MEHIIOKO [6]

L
N, =2 5

fmin ¢k [N,N,,

236



TakuM 4nHOM, MIHIMaJIBHE YUCJIO HEHPOHIB IPUXOBAHOI'0 1IApy IITYYHOI HEMPOHHOI Mepexi
ckiagatume [6]

Ny = max {N{{”", Wk } 6)
mn

BukopucroBytouu HaBeieHi Bute popmynu Oyso 00UMCICHO MiHIMAJIbHY KUTBKICTh HEHPOHIB
MPUXOBAHOTO APy g KOXKHOro HeWpomepexHoro moayiaro: it HMi, HM> ta HM3; wyucio
HelpoHiB nopiBHIOE 9, a st HM4 — 8.

[IpuitmMaroun 10 yBaru HasBHICTh HE3HAYHMX BIJIXWIEHb Yy JAHUX, NPU HaBYaHHI Oys0
BUKOPHCTAHO METOIH, TIepeBaraMu SKHX € poOAaCTHICTh. 30KpeMa, Y SKOCTI aJrOpUTMy ONTUMI3allil
JUTSI HAaBYaHHSI HEHPOHHUX Mepex cucTeMu Oyno Bukopucrtano AdaMax, i 0OUUCIIEHHS TOMUIIKH
pPOOOTH HEHPOMEPEKHUX MOAYIIB OylI0 BUKOPUCTAHO (YHKIIIIO BTpaT Xbpro0epa.

[lin yac HaBUaHHSA KOXKHOI OKpeMOi Mepexi Oylio MPOBEACHO YTOYHEHHS MIOAO0 YHUCIIa
HEHPOHIB IIJISIXOM 3aCTOCYBAaHHS KOHCTPYKTHBHOTO alroputmy. Y Tabnuimi 1 HaBeieHO OTpUMaHi
3HAYEHHS iX ONTUMAJIbHOI KUIBKOCTI B KOYKHOMY MOJTYJI.

Tabmung 1. OnTuMalibHEe YMCI0 HEMPOHIB, BU3HAUYCHE B XO/1 HAaBYaHHS

Monyns 1 mpuxoBaHMH ImIap 2 NIpUXOBaHMH IIap
HM,
HM,
HM;
HM,4

Jnsa  ouiHkd poOOTH 3aralibHOI cucTeMH Oyllo BHKOPHCTAHO JEKiJbKa OLIHOK:
cepennbokBaaparnuny noxubky (MSE) Ta cepennio abcomotny noxudky (MAE). 3nauenns MSE
nopieHioBaiio 0,1, a MAE — 0,2. Otpumani 3Ha4eHHS 000X MOXHUOOK € HEBUCOKHUMHU, 1[0 BKa3ye Ha
JIOCTaTHBO XOPOITY 3JaTHICTh MOJIEII JIO y3araJbHCHHS.

VY tabnuii 2 HaBeACHO MPUKIA pe3ynbraty popmyBanHs ctparerii st ['pan-nipi Masimi 2024
POKY Ta MOPIBHSHHS 3 PEAIbHUMU CTPATETISIMHU, 1110 0Opai KOMaH/I TOHIIHKIB, SIKI TOCUIN TIPHU30Bi
MICIIS.

Tabmuns 2. [TopiBHAHHS peasibHOi Ta OTpUMaHoi cTpareriit s ['pan-npi Masmi 2024 p.

. Micrie,
Crpareris ;
(peanbHa/copmoBaHa) tHo nocis
P TOHIINK
PeanpHa
PeanpHa
PeanpHa
Cdopmoana — |
BUCHOBKM.
Takum 4MHOM, y pe3ynbTaTi AOCHIIKEHHS Oya0 MoOyaoBaHO MOENb, L0 CKIIAJAEThCs 3
YOTHUPBOX MOILYJ'IiB — IOTYYHHUX HCﬁpOHHHX MCPCIK IMPAMOIro MNOIIUPCHHA. CHI/IpaIO‘-II/ICB Ha

NPOBENIEHUI aHalli3 3a pe3ylbTaTaMd METOJYy TOJOBHHUX KOMIIOHEHT, NMpH HaBYaHHI IITyYHHX
HEHpPOHHUX MepexX Oylo BUKOpPHCTAHO poOacTHI Meron onTtumizamii Tta ¢yHkmiro Brpar. Lle
JIOTIOMOTJIO HIBEJIFOBATH BIUIMB HE3HAYHUX BIIXUJIEHb, IO MICTATHCS Y BUXIIHUX JaHuX. Po3risHyTi
(YHKIIIT OLIHKK ONTHUMAJIbHOI KITBKOCTI HEHPOHIB y MPUXOBAHUX IIapax HEHPOMEpEx, J03BOIMIN
CIPOCTHTH Ta MPUCKOPUTH NPOIIEC BU3HAYECHHS 1X apXiTeKTypH.

OTtpumaHa B pe3y/bTaTi HaBYaHHS CUCTEMa HEHPOMEPENKHHMX MOJIYNIB MOKAa3ye JOCTAaTHHO
HEeBeJIUKY MOoMIIIKY Ha TecTax (0,1) Ta 703BoIsiE cOpMYBATH CTPATETII0 aBTOMOOIIBHUX MEPETOHIB
cepii «@opmynu-1» 6IU3bKY 3a 3HAYEHHSM JI0 peasibHOi, BU3HAYEHOI CTpaTeraMu KOMaH/I.
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BukopucTaHHs Takoi CUCTEMH HaJacTb MOXJIMBICTh BM3HAYUTU 0a30BUH IUIaH CTpaTertii,
BUKOPHCTAHHS SKOTO Y MOJAIBIIOMY JJO3BOJIUTH CKOPOTUTH Yac MPUHHSTTS PillleHb, 10 Y CBOIO Yepry
CHPUATHME JOCATHEHHIO BUIIUX PE3YIIbTATIB B IEPETOHAX.
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BlﬁKOPI/ICTAHHH HITYYHOI'O IHTEJIEKTY B CUCTEMAX KOHTPOJIIO.
0

v

Muomayia. YV cmammi docniodceno ocobnusocmi sacmocysanns wmyunozo inmenexkmy (LLUI) y
cyqacmff CUCNEeMAX KOHMPOTIO Pi3HUX 2any3ei. Po3kpumo moxcausocmi ancopummis MAuUHHO20 HAGYAHHS
ma. HeUgoHHUX Mepedic 0L asmomamu3ayii aHATIMUYHUX NPOYecis, GUABNICHHS AHOMANIN, NiOGUUJEHHS
MOYHOCT OYIHIOBAHHS PUSUKIE MA ONepamueHocmi nputinamms piwiens. [lpoananizosano euxopucmanns LT
V QIHAHCOB0OMY CEKMOPI, 0ePIAHCABHOMY YUPAGIIHHI, RPOMUCLOB80CTT, eKON02LL, MeOUYUHi ma coyianvHii cghepi.
Ocobnugy yeazy npuiileHo 6UAENIEHHIO WAXPAUCLKUX Onepayitl, KOHMpPONO NyONUHUX 3aKynieens,
npoznodyeanio 360ie 0bnaAOHANKA, MOHIMOPUNSY DOEKILISL Ma onmumizayii pecypcie. Y3a2aibHeno Kiovosi
npobnefbu 8nposadIicenHs. Npasose pe2yatoeanHs, emudti pusUKU, KiCmo 0anux, iHme2payis ma mexHiuHi
sumozu g OKkpecieHo nepcneKmueu po3eUMKY IHMENeKMYaiIbHUX cucmem KOHMpoa0 6 Ykpaini, 30kpema
3a60sK1s noeonannio LI 3 mexunonoziamu Inmepnemy peueil, cucmemamu CAMOHABYAHHA MA 2IOPUOHUMU
Memooamu  nputinamms  piwens. Tlokaszano, wo wupoke enpogadacenns LI cnpuse nideuwennio
egexm I HOCMI, NPO30poCcMi ma 6e3nexu KOHMpOTI0, 3a0e3nedye MONCIUGICHIb CBOECUACHO20 Peasy8anHs HA
ei()xwzeﬁm ma onmumMizye GUKOPUCHAHHS PECYPCi8 Y CKAAOHUX OUHAMIYHUX CepedosUyax.
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Knwuoei cnoea: wmyunuii inmenexm,; cucmemu KOHMPOIO, MAWlUHHE HABUAHMS, OepicagHe
VAPAGNIHHA, MOHIMOPUH2, PUSUKU, THINEAEKMYATbHI CUCHEMU.

Abstract. The article examines the application of artificial intelligence (Al) in modern control systems
across various sectors. It analyzes the capabilities of machine learning algorithms and neural networks in
automating analytical processes, detecting anomalies, improving risk assessment accuracy, and enhancing
decision-making efficiency. The study highlights the use of Al in finance, public administration, industry,
environmental monitoring, healthcare, and social services. Particular attention is given to fraud detection,
public procurement monitoring, equipment failure prediction, environmental assessment, and resource
optimization. Key implementation challenges are summarized, including legal regulation, ethical risks, data
guality, system integration, and technical requirements. The prospects for developing intelligent control
systems in Ukraine are outlined, especially through the integration of Al with the Internet of Things, self-
learning algorithms, and hybrid decision-making models. The article demonstrates that the widespread
adoption of Al contributes to greater efficiency, transparency, and security in control processes, enabling
timely responses to deviations and improved resource management in complex and dynamic environments.

Keywords: artificial intelligence; control systems; machine learning; governance; monitoring; risks;
intelligent systems.

IMocTanoBKa npoodJieMu.

CydJacHi CHUCTEeMH KOHTPOJIIO 3ITKHYIUCS 3 TPOOJIEMOI0 OOpPOOKM BEIHMKUX OOCATIB
iHdopmanii. Tpagumiiini MeTonu, 3acHOBaHI Ha PYYHIM TMepeBipui JaHUX Ta NamnepoBiit
JOKYMEHTAIli1, He 3/1aTHI 3a0e31eUnTH HEOOXiJHY ONIepaTHBHICTh, TOUYHICTH Ta IPO30PIiCTh MPOIIECIB.
Lle oco0nMBO akTyaslbHO Y (JIHAHCOBOMY CEKTOPIi, A€P>KaBHOMY YIPaBIIiHHI Ta MPOMUCIOBOCTI, 1€
MIBUJIKICTh pearyBaHHs Ha PU3UKU Ma€ KPUTUYHE 3HAUCHHS.

HITyyHuii iHTENEKT 103BOJIsiE aBTOMAaTHUYHO aHAJI3yBaTU BEJUKI O0OCATH JAHUX, BUSBIIATH
aHOMaJTii, MPOTHO3yBAaTH PU3UKM Ta OMEPATUBHO pearyBaTd Ha 3arpo3u. Y (iHAHCOBOMY CEKTOPi
anroput™u LI BUKOPUCTOBYIOTBCS AJIs1 BUSIBICHHS IAXpaiChbKUX ONepaliid, OIIHKK KPEeIUTHOI'O
pU3UKY, aBTOMAaTH3aIlii POIIECiB 00CITYTrOBYBaHHS KIII€HTIB Ta ONTHUMI3allii IHBECTHLIHHUX PIlICHb.
Y nepxaBHomy ympaBiiHHi Il 3acTocoByeTbcs Uisi KOHTPONIO MYONIYHHMX 3aKyIiBeldb Ta
HiABUILIEHHS TPO30POCTi MPOLETYP, IO 3MEHIITY€e KOPYIIIHHI PU3HKH.

Y npoMHCIOBOCTI 1HTENEKTyalbHI CHCTEMHU MPOTHO3YIOTH 3001 00JIiaHaHHS, MiJBUIIYIOThH
Oe3mneKy MpaliBHUKIB Ta ONTUMI3YIOTh BUpOOHHUUI TpouecH. Y cdepi exosorii LI ananizye nani 3
JaTYUKIB SKOCTI TOBITPS, BOAM Ta IPYHTIB, a TaKOXX IPOrHO3ye 3a0pyAHEHHS I NpUpojHi
karactpodu. Y meaunuHi ta comianbHii cdepi LI ronomarae mpornosyBaTtu notpedy B pecypcax,
OLIIHIOBATH €(EKTUBHICTh MPOTPaM Ta MiABHUIYBATH SIKICTb MOCIYT.

AHaJi3 ocTaHHiX myOJikamii.

JlocnipkeHHs cBiiyaTh mpo 3pocTanHs 3actocyBanHd LI B cuctemax kontpomo. B Ykpaini
MinicrepctBo 1ndpoBoi TpaHncopmariii npeseHtyBaino biny kuury 3 perymoBanns LI ta gpadr
ctpaterii po3BUTKY 710 2030 poky. OCHOBHUMHM HaIlpsIMaMU € aBTOMaTH3allisl JepKaBHUX MPOILIECIB,
MOKpaIIeHHs! (iHaHCOBOTO KOHTPOJTIO, PO3BUTOK MTPOMUCIIOBHX Ta METUYHUX CUCTeM Ha ocHOBI 1111

@DiHaHCOBHUH CEKTOp AKTUBHO BUKOPUCTOBYE AITOPUTMM ISl OOpPOOKHM BEIMKHMX MacHBIB
JTaHUX, BUSIBJIICHHS IIaXpalChKUX ONepaliil Ta MPOrHO3yBaHHS KpeIUTHUX pU3UKiB. B Ykpaini Taxi
QITOPUTMU BIPOBAKEHO B JIEPKABHUX 1 KOMEPLIHHUX OaHKaX.

HepxaBHe ymnpaBiiHHS BukopuctoBye LI mis MoHITOpHMHTY MyOIiYHMX 3aKyIiBelb Ha
wiatdopmax Prozorro ta SmartCheck Al, mo no3Bossie aHamizyBaTu iCTOPUYHI Ta MOTOYHI JAaHI,
BUSBIIATH @aHOMaJIbHI CXEMU Ta MiJBUILIYBAaTH €(EKTUBHICTh BUKOPUCTAHHS OI0/PKETHHUX KOIITIB.

VY OpoMHCIOBOCTI IHTENEKTyajdbHI CHCTEMH MPOTHO3YIOTh 3001 00JajHaHHSI, MJIAHYIOTbh
TeXHIYHE 00CIYroBYBaHHS, IO JO3BOJIE€ 3HU3UTU aBAPINHICTH Ta MiJBULIUTH MPOJYKTUBHICTH. B
€KOJIOTIi aJNrOpUTMM aHANi3ylI0Th JaHi 3 JAaTYMKIB, CYINYTHHKIB 1 Mojeneil, HporHO3ylHo4Yu
3a0pyIHEHHS Ta KaTacTpodu.

MenunuHa Ta comiagbHa cdepa OTPUMYIOTh 3HAYHI IEpPEeBarv: aJrOPUTMHU AHAI3YIOTh
MEJUYHI JIaH1, OIIHIOIOTh €(DEKTUBHICTh COLIATIBHUX MTPOTPaM Ta ONTUMI3YIOTh PO3TOILT PECYPCIB.

BoaHouac nocmijykeHHs HaroJoIIylOTh Ha HEBHUPILIEHUX IpoOiieMax: MpaBOBl1 acleKTH,
€THYHI CTaHAAPTH, IPO30PICTh ANITOPUTMIB, SIKICTh JaHUX Ta IHTETpallisl y HaI[lOHAJIbHI CUCTEMHU.
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OcHoBHi npo6siemu BripoBapxkeHHs 11

[IpaBoBe perynoBaHHs: BIACYTHICTh YITKUX 3aKOHIB Ta HOPMAaTHBIB.

ETUYHICTB: MOKJIMBICTh YIEPEAKEHOCT] aJITOPUTMIB, IOPYLLIEHHS IIPAB JIFOAUHU.

SIKICTh TaHMX: HETIOBHI 200 HEKOPEKTHI JJaH1 3HWKYIOTh TOYHICTh IPOTHO3IB.

[aTerparis: ckimanno interpysartu LI B pi3Hi HalliOHAIBHI CUCTEMH.

TexHiuyHa CKIQAHICTH: MOTpeda y BUCOKOMOTYKHUX CepBepax, IMiJrOTOBII MEPCOHATY Ta
MOCTIHHOMY OHOBJICHHI MOJIEIICH.

Merta Ta 3aBAaHHSA A0CTiKEHHSA.

Mera: gocmiautu MOXIHBOCTI Ta oOMmexeHHs LI y cucremax KOHTPOJIO, OIIHUTH
e(EKTUBHICTb Ta PU3UKU BIPOBAKCHHSI.

3aBaaHH:

1. [TpoanamizyBatu cydacHi MiX0Au Ta MpakTUKK 3actocyBanHs 111

2. OuinuTy e€eKTUBHICTh aJTOPUTMIB y pi3HUX cdepax: piHaHCH, Aep)KABHE YIPaBIiHHSA,
POMHCIIOBICTh, €KOJIOTisI, MEIUIIHA.

3. BusButu npobnemMu: eTu4Hi, IpaBoOBi, TEXHIYHI.

4. Po3pobuty pekoMeH a1 Mo10 ONTUMI3allii BIPOBAKEHHS.

5. Oxpecnutu nepenektuBu po3BuTky LI B Ykpaini.

diHaHCOBHI CEKTOP

VY ¢inancoBomy cextopi LI 3acTocoByeThCs 1151 aBBTOMAaTUYHOTO MOHITOPUHTY Ta aHali3y
BEJIMYE3HUX MacuBiB (piHaHCOBUX MaHUX. OCHOBHI HANPSMU BUKOPHUCTAHHS:

BusiBneHHs maxpaliCbKUX Olepariiii: anropuTMH aHali3yI0Th TUCSY1 TPAaH3aKI1H 3a CeKyH/H,
MOPIBHIOIOTH MOBEIIHKY KOPUCTYBAUiB 13 THIIOBUMH MOJICJISIMU Ta BUSBIISIOTH aHOMaUTii. Hanpukiar,
AKIIO KJIIEHT PamnTOBO 3[IHCHIOE TPAH3aKIIO Y HE3BHYHOMY reorpadidyHOMy perioHi, cucreMma
AaBTOMATHYHO BiMivae ii U1 JOAaTKOBOI MEPEBIpKH.

O1iHKa KpeAUTHOTO PU3KKY: aJITOPUTMH IPOrHO3YIOTh HMOBIPHICTh HETIOBEPHEHHS KPEAUTY
Ha OCHOBI ICTOPII IJIATEXiB, MOBEAIHKH KIII€HTAa Ta MAaKPOCKOHOMIYHHMX TMOKa3HUKIB. Lle mo3Boisie
OaHkam mpuiMaTu ORI OOTPYHTOBAHI PIllIEHHS 11100 Ha/JlaHHS KPEIUTiB.

ABromarm3anis aHamitudHuX MpoueciB: 11 momomarae ¢opmyBaTé 3BiTH, IPOTHO3YBAaTH
JIOXOJM Ta BUTPATH, aHATI3yBaTH TEHACHLIT PUHKY.

[Ipuknan BpoBaJKeHHs B YKpaiHi: OJIMH 3 KOMEPLIHNHUX OaHKIB BUKOPUCTOBYE CUCTEMY, 11O
a”anizye noHaz 50 000 TpaH3akuii Ha XBWIMHY, aBTOMaTUYHO OJOKYIOUM Mifo3pimi onepamii. Lle
3MeHIINI0 (iHaHCcOB1 BTpaTu Ha 20% 3a nepiinii pik BAKOPUCTAHHS.

epoicasne ynpasninnsi.

I y gepxaBHOMY CEKTOp1 AONOMAarae KOHTPOJIOBATH MyOIiuHI 3aKyMHiBiIl, ONTUMI3yBaTH
PO3MO/LI pecypceiB 1 MiABUIIYBATH €()EeKTUBHICTh NPUHHATTS pilieHb. OCHOBHI HAIPSMKH:

MOHITOpPUHT MyOJIIYHUX 3aKYIIBEJb: AJITOPUTMH aHATI3YIOTh ICTOPUYHI Ta IOTOYHI1 aH1 PO
TEH/IepH, BUSBIISIOUN MIOBTOPIOBaHI CXeMHU abo0 MOTEHLIHHI MOPYIICHHS.

[Iporno3yBanns pusukiB kopyniii: I ananizye 3B’A3ku MK ydacCHUKaMH T€HJIEPIB, IXHIMU
KOHTpPaKTaMHM Ta 1CTOPIE€I0 Y4acTl y Iep’KaBHUX 3aKyIiBIISAX.

OnTumizallis pecypciB: CUCTEMH JOIOMAaraiTh BU3HAUaTH, JI€ KOLITH BUKOPHUCTOBYIOTHCS
Hee(EeKTUBHO, 1 IPOMOHYIOTh aJIbTEPHATUBHI PIILICHHS.

[lpuknan: wa miargopmi Prozorro amroputmu anamizytoth nonan 100 000 Tenpepis
momicsns, BusABstoud noHan 1 500 moTeHIiHO pPU3MKOBUX KOHTPAakTiB. Pe3ynabTaroM crano
3HIDKCHHS KOPYIIIMHAX PU3UKIB 1 TBUIIEHHS €(DEKTUBHOCTI BUKOPUCTAHHS OFO/PKETHUX KOIIITIB.

IIpomucnogicmeo.

VY npomucnosocrti LI BUkoprcToBy€eThCs AJ1s MIABUIIEHHS IPOYKTUBHOCTI Ta OE3MEKU:

IIporno3yBanHss 300iB OONagHAHHA: aNTOPUTMHM AaHATI3YIOTh JATYMKU Ta ICTOPIIO
eKCIUTyaTalii MallliH, BU3Hayalouu WMOBIpHICTH aBapiil. Lle m03Boisie miuaHyBaTH TEXHIUHE
00CIIyroByBaHHS J10 TOT0, SIK BUHUKHE CEepii03Ha MOJIOMKa.

Onrtumizartis BupoOHHuuX mporecis: I gqomomarae Bu3HavaTh Hane()EKTUBHINI IIITXH
BUPOOHHUIITBA, PONOAUIATH PECYPCH Ta MiHIMI3yBaTH BTpaTH MaTepialib.
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[TinBuiieHHs: Oe3MEeKW MpaIiBHUKIB: JITOPUTMH aHATI3YIOTh YMOBH Mpalli, BiJICTEXKYIOTh
KPUTHUYHI MOKa3HUKH 1 TPOrHO3YIOTh MOTEHIIITHO HeOe3MeuH1 CUTYallii.

[Ipuknan: Ha MaTMHOOYIIBHOMY ITiAMTPUEMCTBI B JIHIPOIIETPOBCHKIM 00J1aCT1 BIPOBAKEHO
CHCTEMY MPOTHO3YBaHHs BiAMOB oOnagHaHHA. Lle 703BONMIO CKOPOTHTH aBapiiHicTh Ha 28% Ta
€KOHOMUTH 10 15% BUTpaT HA PEMOHT.

Exonocia.

HII 3acTocoBy€eThCs AJ11 MOHITOPUHTY Ta IPOrHO3YBAHHS CTaHy AOBKIJLISA:

MOHITOPHUHT SIKOCTI OBITPSI Ta BOJU: CUCTEMH aHAIII3YIOTh JIaHi 3 JaTYMKIB 1 CYMTyTHUKOBUX
3HIMKIB, BU3HAYAlOYX PiBEHb 3a0pYAHEHHS Ta TCHACHIT 3MiH.

[Iporuo3yBaHHsl €KOJIOTIYHHX KaTacTpod: aJIrOPUTMHU BPaxOBYIOTh METEOPOJIOTIYHI AaHi,
MIPOMHMCIIOB] BUKUIU Ta IPUPOAHI (haKTOPH JJI MPOTHO3YBAaHHS 3a0pyAHEHBb 00 CTUXIWHUX JIHX.

[TpuiHATTS TPEBEHTUBHUX 3aXOJiB: pE3yAbTaTH aHANi3y BUKOPUCTOBYIOTHCS JUIS
IUTAHYBaHHS 3aXO/[1B 13 3MEHILIEHHSI HETaTUBHOTO BIUIMBY Ha €KOJIOTIIO Ta 3JJ0POB’sI HACEICHHS.

[Tpuknaxa: y JIbBiBChKiil 00nacTi cuctemMa MOHITOpUHTY ToBiTpst Ha 0asi LI momepemxkae
OpraHy BJIAJU IPO MIJBUINCHHS PIBHA LIKIJUIMBUX PEUYOBUH, JO3BOJISIOUM 3a3/ajieTiIb BXKUBATH
3aXO/IiB /IS 3aXUCTY 3/10POB’ sl MEIIKAHIIIB.

Meouyuna ma coyianvha cghepa.

Y wmemunuai Ta comianbHi cdepi LIl BHKOpHCTOBYETBCS Il ONTUMI3aIii pecypcis,
MIPOTHO3YBaHHS Ta OLIHKH e()eKTUBHOCTI IpOrpam:

AHaJi3 MEIMYHHX JTAHHUX: aJITOPUTMH MPOTHO3YIOTh NOUIMPEHHS 3aXBOPIOBaHb, OLIHIOIOTH
e(eKTUBHICTb JIIKYBaHHS Ta BU3HAYAIOTH NMOTPeO0y B MEUYHUX pecypcax.

Ontumizanis corianeHux nporpam: I nomomarae posnoainsaTu ¢piHAHCOBI Ta MaTepiaibHi
pecypcH, OIiHIOBaTH €(eKTUBHICTh MPOrpaM MIATPUMKU HACEIICHHSI.

[TigBUIICHHS] SKOCTI TIOCIYT: CHCTEMHU aHANI3YIOTh MOTPEOHM HACENICHHS Ta MPOIMOHYIOTH
3MIHHM JUIsI IOKPAIIEHHS Pe3yabTaTiB Mporpam.

[Mpuknax: y KuiBcbkiii o0macTi aqropuTMu aHATI3YIOTh COLIANbHI MPOTpaMH s
Mayo3a0e3NneyeHnX POAUH, ONTHUMI3yIouu OIOKETHI BUTPATH Ta MiABHUILYIOYHM PE3yJIbTaTUBHICTh
HajgaHoi nponomoru. Takox y wMemuuHuX ycraHoBax Ykpainm IIII BuKOpHCTOBYETBCA IS
MPOrHO3YBaHHs 3axBoproBaHocTi Ha Tpun Ta COVID-19, mo 103Bosis€e mIaHyBaTh KiUTbKICTh JKOK
Ta MEIUYHOTO TIEPCOHATTY

Cdepa xoHTpOIIO 3actocyBanns 111 OcHoBHHI epeKTH

[IpomucnoBicTh [Tporno3yBaHHs B1IMOB 3MEHIIEHHS aBapiiHOCTI,
o01aJHaHHS, ONITUMI3allis HiIBUILEHHS TPOAYKTHBHOCTI,
BUPOOHUYMX TPOIIECIB, €KOHOMIsI pecypciB
KOHTPOJIb SIKOCTI MPOYKIIi{

JlpricTuka Ta TpaHCTIOPT OnTumizanis MapupyTiB, CBoeyacHa 10CTaBKa,
MOHITOPHUHT TIepEBE3€CHb, 3HWKEHHS BUTPAT, MiHIMi3allis
MIPOTHO3YBaHHS 3aTPUMOK PU3UKIB

biznec-npouecu Amnai3 eheKTUBHOCTI [TigBuIIeHHS TPO30POCTI,
oriepariid, KOHTPOJIb 3HIKEHHS TTOMUJIOK,
BUKOHAHHS 3aBJIaHb, OIITUMI3aIlisl pecypciB
BIJICT€)KEHHS PeCypc

besneka Ta inpopmartiitHuii BusBieHHs aHOMAIIIH, ITigBuIieHHS OE3IIEKH,

KOHTPOITh KOHTPOJIb TOCTYITY, 3aXUCT CBO€YACHE pearyBaHHs Ha
JTAHUX 3arpo3u, 3MEHIICHHS

JOJICEKOTO (haKTOPy
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[HTEeNneKTYyambHI CUCTEMH CamOHaBYaHHS aJITOPUTMIB, [TigBuIIEHHS TOYHOCTI
yIpaBIiHHS aJanTaiis 10 3MiH, IPUHHSITTS | KOHTPOIIIO, aBTOMATH3AIIis
pillIeHb y peabHOMY Yaci MPOIIECIB, ONIEPATUBHICTh
OPUUHATTS PillIeHb

ITyyHuii iHTENEKT y CHUCTeMaxX KOHTPOJIO J03BOJIIE aBTOMATHU3YBaTH IPOLIECH OOpPOOKH
iHopmMarii Ta migBUITYBaTH €(PEKTUBHICTh MPUNHATTS PIllICHb HABITh Y CKJIQJHHUX 1 JHHAMIYHUX
cepenoBuiax. Moro oCHOBHa IepeBara MoJsrae B 3JaTHOCTI IIBUIKO aHATI3yBaTH BEIHKI 0OCSTH
JTAHUX, BUSABJISITH aHOMAJIIi Ta 3aKOHOMIPHOCTI, K1 4aCTO 3aJMILAIOTHCS HEHOMITHUMM ISl JIFOJUHH.
e 3a0e3mneuye OiIBIIT TOYHUN Ta CBOEYACHUN KOHTPOJIb HAJ| MPOIIECAMHU PI3HOTO XapaKTepy.

CyuyacHi cuctemu KoHTpoJito Ha 6a3i IIII BUKOPUCTOBYIOTH Pi3HI aIrOPUTMHU MAIIMHHOTO
HaBYaHHS Ta HEHPOHHMX Mepex. Hampuknan, anroputmu kiacudikaiii J03BOJISIIOTH aBTOMATUYHO
BHU3HAYATH THIIH MO a00 omepariiii Ta po3MoAUIITH iX 3a KaTeropisMu pu3nKy. Perpeciiini Mmozaemi
MPOTHO3YIOTh MOXKJIUBI 3MIHH y CHCTEMI, a alTOPUTMH KJIaCTepPH3aIlii JOMOMaratoTh TpyyBaTH JaHi
3a CXO0’KHMU XapaKTepUCTUKAMU [Tl TOJAJIBLIOTO aHATi3y.

BaxmBoro CKIIaJI0BOIO € CHCTEMH CAaMOHABYaHHS, SIKi JIO3BOJISIOTH AITOPUTMAaM TOCTIIHO
HOKpAIlyBaTH TOYHICTh MPOTHO3IB HAa OCHOBI HOBUX JaHUX. Taki CHUCTeMHU 34aTHI BHSBIATH
TEHICHIII1, POTHO3YBaTH MOTEHIIIHI TIPOOJIEMH Ta aJaNTyBaTUCS JI0 3MiH y CEPEIOBHII KOHTPOITIO.
Lle 0co0aMBO KOPUCHO y CKJIAJHUX Ta JUHAMIYHHUX IPOIEcax, /€ MOCTIHHO 3MIHIOIOTHCS YMOBH Ta
napamMeTpH CUCTEMH.

OnHie€ro 3 KIIFOYOBHX 3a71a4 € 3a0e3neueHHs iHpopMaliifHoi 6e3rneku. CUCTEMU KOHTPOJIIO Ha
6a3i LI MoXxyTh BiICTEKYBaTH CIPOOM HECAHKI[IOHOBAHOTO JOCTYIY, BHSIBIISATH Mim0o3piii Iii Ta
aBTOMAaTHYHO MOB1JIOMJISITH ONIepaTopiB. BUKOpUCTAaHHS aNropuTMiB BUSIBICHHS aHOMaii J03BOJIsIE
iIeHTU(IKyBaTH HETUIIOBY TOBEIIHKY B MEpeXax, KOMII IOTEPHUX CHCTeMax a0o MPHUCTPOSX, IO
3a0e31euye CBOEYacCHE pearyBaHHs Ha 3arpo3u.

Taxox LI akTHBHO 3aCTOCOBYETHCS TSI MOHITOPUHTY Ta aHAIII3y JOTPUMaHHS CTAaHAAPTIB i
OpaBWI Yy BEIMKHMX OpraHizauisix. AJITOpUTMH aBTOMAaTUYHO MOPIBHIOIOTH MOTOYHI HapaMeTpu
IPOIIECIB i3 BCTAHOBJICHUMH HOPMAaTHBAaMH, BUSBIISIFOUN BIAXWICHHS Ta MOTEHIIHI mpobnemu. Lle
JI03BOJIA€ MIATPUMYBATH BUCOKUN PIBEHB SIKOCTI Ta TOYHOCTI B pOOOTI CUCTEM KOHTPOJIIO.

[TepcnexktuBuuM Hampsimom € iHTerpamisi Il 3 Texnomorismu IaTepnery peueit (IoT).
CeHcopu Ta JaTYMKHU 30UpalOTh aHl B peXUMi peasabHoro yacy, anroputmu I anamizyroTs ix Ta
OpUMMalOTh PIMIEHHS PO HEOoOX1JHI KOpeKTuBH abo mnomepemxyBanbHi Ail. Lle mo3Bossie
CTBOPIOBATH PO3yMH1 CUCTEMH KOHTPOJIIO, SIKi 3/[aTHI aBTOHOMHO pearyBaTH Ha 3MiHHU y CEpeIOBHILI.

Baxxn1Boro cKJ1aJJ0BOIO € IPO30PICTh Ta MOACHIOBAHICTh aIrOopUTMiB. PO3poOHUKH cydacHUX
CHCTEM KOHTPOJIIO NPUAUISIOTH yBary ToMmy, mo6 pimenss, npuitaari I, Oyau 3po3yminumu st
KopucTyBauiB. Lle n03Bosisie MOBIpATH cHCTEMi, KOHTPOIIOBAaTH ii poOOTy Ta mpu HEOOX1THOCTI
BHOCHUTH KOPEKTHBH Y JIOTIKY aJITOPUTMIB.

3apasiku 11 migBuIyeThCsl ONMEpaTUBHICTh Ta TOYHICTH KOHTpodto. CucreMu 37aTHI
OoOpoONATH JaHi IIBUJIIE 3a JIIOJUHY, 3MEHINYBaTH HMOBIPHICTh MOMMJIOK 1 3abe3nedyBaTH
CBOE€YACHE pearyBaHHsS Ha OyJb-sKi BIAXWJIEHHS Bia HOpMHU. lle 0cOOIMBO BaXKJIMBO IJISi BEJIUKHUX
oprasizauii, e py4yHHuil KOHTpoJb OyB OM HaJ3BUYaHO BUTPATHUM 1 IOBUIBHUM.

OpHi€l0o 3 KIIOUOBUX TEHAEHLIH € PO3BUTOK TIOpUIAHUX cHCTeM KoHTpomto, ae LI
HNOEAHYETHCS 3 EKCMEPTHUMM CHUCTEMaMHU Ta KIACMYHMMM MeToJaMH yrpasiiHHA. Lle no3Boisie
00’€IHYBaTH aHAJIITUYHY MOTYXXHICTh AJITOPUTMIB 13 3HAHHSAM Ta JOCB1IOM (axiBIiB, MiIBUILYIOUN
3arajibHy €()eKTUBHICTh CUCTEMHU.

Hapemti, BapTro 3a3HauuTH, 1o 3acrocyBaHHs I y cucremax KOHTpOIIO CTBOPIOE HOBI
NEPCHEeKTHBH Ui HAYKOBHX JOCHiKeHb 1 po3poOok. IlocTiiiHe BIOCKOHAJEHHS alrOpUTMIB,
MIJBUIIEHHS iXHBOI AJanTUBHOCTI Ta IHTErparis 3 PI3HUMH TEXHOJOTIYHUMHU TUTaTPopMaMu
BIJIKpUBA€ MIMPOKI MOXKJIMBOCTI AJISI PO3BUTKY CYYaCHHUX CHUCTEM YIPABIIHHA Ta KOHTPOJIIO B
MallOyTHbOMY.
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PO3POBKA METOAUKH MIOBYIOBU IIIHM LIS IIOJAJIBIIOTO
ITPOI'HO3YBAHHSA ®I3BUKO-MEXAHIYHUX BJIACTUBOCTEHN HAATBEPIUX
MATEPIAJIIB.

Anomauisa. Y pobomi npedcmasieHo KOMIIEKCHY MemoOuKy nooyo0osu wmyuHux HetpoHHUX MePextc
(LLIHM), cnpsmosany Ha npocHO3Y8AHHS (DI3UKO-MEXAHIYHUX 61acmusocmel Ha0meepoux mamepianie na
ocnoei inghopmayiunoi 6azu AFLOW. Ilpoananizosarno cmpyxmypy 0anux, BUKOHAHO IX OUUWEHHS, BUOANEHHS
KOPENbOBAHUX O3HAK, NEePemeOpeHHs CMPYKMYpHUX napamempie ma wuopmanizayio. Ocobnusa yeaea
npuodinena YCyHeHHio O0YOnbOBaAHUX MA NOXIOHUX XAPAKMEPUCTUK, WO MOJNCYMb CAPUYUHUMU GUMIK
iHhopmayii ma cymmeso 3nusumu sKicmos mooeniosants. I[lobyooeano oxpemi mooeni 0Jist nepedbauents
MO0V 06 €EMHO20 CIMUCKY, MOOYIA 3¢Y8Y, Mooy FOnea ma koegiyicuma Ilyaccona. Haguanms 6ukonamo iz
3acmocysannam onmumizamopa Adam, ¢yuxyii empam MSE ma apximexmypu 3 n’ssmoma npuxoeéanumu
wapamu. Oyinosanna mounocmi 30iticniosanocsa Ha ocnogi mempux MAE, RMSE ma R2 [lokazano, wo y
Oinbuwocmi unaokie npsame npoeHosyéanHs 3a oonomoeoio [IIHM mae euwyy mounicme, Hidc po3paxyHox
enracmugocmeli uepe3 ananimuyni gopmyau. Ilpoeedeno nopieusHHA 3 ICHYOUUMU NYORIKayismu ma
6CMAHOGIEHO, WO 3ANPONOHOBAHA MEMOOUKa 3abe3neyyc 3HAYHO Kpawjy WOUYHICb Wo00 OKpeMux
Mexaniunux xapaxkmepucmuk. Pesynemamu mecmosoi eubipku niomeepounu cmabinbHicms mooenei ma
8i0CymHicmb nepeHasyants. 3anpononosanuti nioxio Modce 3acmoco8y8amucs 015 A8MOMAMU308aH020
NOULYKY NEePCHEKMUBHUX HAOMBEPOUX MAMePIania y 6elUuKux 004UCI08aAIbHUX 0A3aX.

Knrouoei cnosa: wmyuni neiuponni mepesici, npoenosyeanus eracmusocmeti, AFLOW, naomeepoi
mamepianu, mooyas FOunea, mooynw 3cyey, koegiyicum Ilyaccona.

Abstract. This paper presents a comprehensive methodology for constructing artificial neural
networks (ANNs) aimed at predicting the physicomechanical properties of superhard materials using the
AFLOW materials database. The dataset was systematically preprocessed, including cleaning, removal of
correlated and derivative features, structural parameter transformation, and normalization. Particular
attention was given to eliminating redundant attributes that could lead to information leakage and reduce
model accuracy. Four independent ANN models were developed to predict bulk modulus, shear modulus,
Young’s modulus, and Poisson’s ratio. The networks were trained using the Adam optimizer, mean squared
error (MSE) loss function, and a five-layer architecture. Model performance was evaluated using MAE, RMSE,
and R? metrics. It was demonstrated that direct ANN prediction significantly outperforms analytical
relationships between mechanical parameters in most cases. Comparison with existing research shows that
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the proposed approach achieves notably improved accuracy for several mechanical properties. The test
dataset confirmed the stability of the models and the absence of overfitting. The methodology developed herein
can be applied to accelerate the discovery and assessment of prospective superhard materials within large
computational databases.

Keywords: artificial neural networks, property prediction, AFLOW, superhard materials, mechanical
properties, Poisson’s ratio.

1. Berynm.

[TporHo3yBaHHS BIACTUBOCTEH MaTEpialliB € OTHUM i3 KIFOUOBHUX BUKJIMKIB Cy4acHOT
Marepiano3HaBuoi iHpopMaTHKH. Y paMKax po3BUTKY LHU(PPOBHX MaTepiaiiB i koHueniii Materials
Genome Initiative BUKOpHCTaHHS IITYYHUX HEHPOHHUX MEpexk 3a0e3edye TOUHE MOICITIOBAHHS
HENIHIAHUX 3aJIeKHOCTeH MK CTPYKTYPHUMH, aTOMHUMH Ta EHEPreTUYHUMH XapaKTePHUCTUKAMHU
Marepiais.

baza AFLOW MicTuTh BETHKHUI 00cAT TaHUX, OTpUMaHuXx i3 nepmux npuniunis (DFT), mo
poOUTH Ti IHHUM JKEepesIoM I ToOyI0BH MOJIEIeH MaIIMHHOTO HaBYaHHS. MeTa i€l poOoTu:
po3pobutn MeToauKy nooynosu LIIHM, 3naTHuX nporao3yBatu ¢i3uKo-MeXaHiuHi TapaMeTpu
HaJTBEPAMX MaTepiajiB 3 BACOKO TOYHICTIO.

DaHi (AFLOW)

——
—

.
. neeipoyka
HaBYankHa BUGipKa anGipxa
BUGipKa
AN
y A
HaeyaHHA WWHM ans F LWHM ans||(F WHM ansa| | HasyaHHs WWHM ans \
Mogynk_06EMHOro_CTUCKY Mogyne_acysy Mogyne_OHra KoedpilieHT_nyaccoHa
\ e ————
fr——
e — A ¥
HasyaHa LUHM ansa k WHM gns || F WHM ansa
PO3paxyBaHHA KOXHOTO . o_cTucky M acyBy Moaynk_tOHra
napamMeTpa 3 KOXHUX 2 iHWKUX i = = ‘\ =
v B A N\
2
napametep RMSE  MAE napamerep RMSE MAE R
LUHM_Mogynb_oBemHoro_cTucky LUHM_Mogayns_obemHoro_ctucky 17.2794349 9.219591 0.950169
PospaxyHok Moaynb_o6emHoro_cTucky 3 HOHra Ta nyaccoHa LIHM_Mogayn: scysy 542415971 | 2.013621 L 0.989983
PospaxyHok Moaynb_o6emHOro_ctucky 3 OHra Ta scysy WHM_Mogayne_tO+ra 8.85931289 5.287497 I3
PospaxyHok Mozay/ib_06eMHOTO_CTUCKY 3 NyaccoHa Ta 3CyBy WHM_KoediuieHT_nyaccota 0.02042382 0.014357

LWHM_Mogaynb_3cysy

PospaxyHok Moaynb_3cysy 3 KOHra Ta nyaccoHa
Po3spaxyHok Moaynb_3cysy 3 lOHra Ta 06em. CTUCKY
Po3paxyHok Moflynb_3cyBy 3 yaccoHa Ta 06em. CTUCKY
WHM_Mogayns_HOHra

PospaxyHok Moayns_HOHra 3 nyaccoHa Ta 3cysy
Po3paxyHok Moaynb_HOHra 3 nyaccoHa Ta o6em. CTUCKY
PospaxyHok Moayns_HOHra 3 06em. CTUCKY Ta 3CyBY

LWHM_KoediuieHT_nyaccoHa
Po3spaxyHok KoediuieHT_nyaccoHa 3 KOHra Ta o6em. cTUcky
PospaxyHok KoeoiuieHT_nyaccoHa 3 tOHra Ta 3cysy

Po3paxyHok KoediuieHT_nyaccoHa 3 06em. CTUCKY Ta 3CyBy 0.0414

Pucynok 1 Cxema BUKOHaHHS J1aHOT POOOTH.

2. ITinroTOoBKA JaHHUX.
3aBanTaxkeHo 5639 marepiainis 13 6a3u AFLOW. OcHOBHI LIIIbOB1 TapaMeTpHu:

. MoyJ1b 00’ emHoro ctucky ael_bulk_modulus_vrh
. moyib 3cyBy ael_shear_modulus_vrh

. monyib FOnra ael_youngs_modulus_vrh

. koedimient [Tyaccona ael_poisson_ratio
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2.1. BuganeHHs KOpeIbOBaHUX O3HAK

Jlnist yHUKHEHHS BUTOKY iH(opMarii 0yio BUKIIOUEHO TapaMeTPH, SIKi € TIOX1THUMH Bif
[IJTOBUX 3HAYEHBb a00 CUJILHO 3 HUMHU KOPENIOI0Th. AHaJI3 nmpoBeaeHo metoaom SHAP. Cepen

BUOAJICHUX:
. ael_bulk_modulus_reuss, ael_bulk_modulus_voigt
. ael_shear_modulus_voigt, ael_shear_modulus_reuss
. ael_pughs_modulus_ratio
. 1HIII TapaMeTpH, 0 AyOII0I0Th a00 Maiike IOBHICTIO BiATBOPIOIOTH IIIBOBI.

2.2. O6pobOKa CTPYKTYpHHUX JAHUX
O3Haky Ha KILITaJIT:
. KOMIIOHEHTH TEH30pa HanpyskeHb (9 3HaUECHb)
. TEOMETPisl CTPYKTYPH JI0 ¥ Mmicis penakcariiii (6+6 3Ha4eHb)
OyJ10 IEpeTBOPEHO Ha YUCIIOBI MACUBH, OCKUILKH BOHU MalOTh (hiKCOBAaHUU pO3MIp.
[Iporrycku 3armOBHEHO HYJISIMHU.

2.3 Bunanenss 3aiiBUX 03HAK

Taxox Oynu BuasieHi 1aHi sIKi B3araji He BIUIMBAIOTh Ha pe3yibratu [IIHM,

Ta JaHi gKi JyXe ¢1a00 BIUIMBAIOTH HA HEl, BUAAJIICHHS O3HAK MPOBOJINUIIOCH HA OCHOBI
SHAP (Integrated Gradients sk MeTOA MOSICHEHHS] MOJIEI1) puc. 2.

e i e s s e+ e
napameTpu_npoTtoTuny AFLOW opuriHanbHi .
napameTpu_npoToTuny AFLOW_nicnsa_penakcauii c—
KiNbKiCTb_aTOMIB_opuriHanbHa_CTPYyKTypa 2 e
06'eM_KOMipku o eumfpee o
06’eM_KOMipKu_opuriHanbHui o jam- -
CniH_Ha_aToM . b ot
Egap_fit o oo
Egap I
spinF e o comfmemme
point_group_orbifold ¢ ecmmecy
point_group_orbifold_orig jooe @mme
species_pp_ZVAL Y aadiia .
spin_cell -
stoich oo socasfle ooe
stoichiometry ® wnef e o
calculation_time L o
nbondxx Ldatnd 4
point_group_Hermann_Mauguin_orig $e -
point_group_Hermann_Mauguin cme e
Idau_| * o om
ael_elastic_anisotropy p -
Idau_u BURD K
Wyckoff_multiplicities L
composition p oo
bader_atomic_volumes -
Wyckoff_multiplicities_orig L
prototype

02 -01 00 01 02 03 04 05
BHecok SHAP (BnnuBe Ha Buxig mogeni)

Pucynok 2 3o0pakeHHs 03HaK K1 OyJI0 BUAJICHO Ta SIKI JYXe PIIKO BIUIMBAIOTh HA
pE3yJIbTaTH IPOTHO3YBaHHS.

Beci inmi gaHi, siki He OyiM epeTBOpEeHi Ha YUCIOBUI (popmaT, BUJAJICHO.
2.4 CtBOpEHHI BUOIPOK
JlaHi moineH1 Ha TpU BUOIpKM — HaBYAJIbHY, BaJliJalliiiHy, TECTOBY.

Jle HaBuyasibHa BUOipKa 11e 70% nanux, a BamijaiiiHa Ta TectoBa 1e mo 15%

Husbke
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3. ApxiTeKkTypa Ta HABYAHHS IITYYHUX HEHPOHHUX MeEPeK.
JI71st KOX)KHOTO MapaMeTpa HaBYEHO OKPEMY MOJIETIb.
ApXITEKTypa O/IHaKOBa:

5 mpUXOBaHUX MIAPIB,

256 HEHPOHIB y KOKHOMY Iapi,
axtuBaiis RelLU,

po3Mip OaTtuy = 64,

¢ynkuis Brpat MSE,
onrumizatop Adam,

mBuakicts Hauanas = 0.00004.

4. Pe3y.m>TaTn MOJCJIIOBAHHA.

VY tabmuni mokasani pesynsrati RMSE (kopiHb cepetHbOKBaApaTHYHOI oMUiIKkH), MAE
(cepenns abcomoTHa MoMuUJIKa) Ta R? (koedilieHT aeTepMiHalii), SKHii MoKazye, HACKUIBKH 100pe
MO/IEIb TIOSICHIOE 3MIHHICTh JIaHUX).

4.1) Pesynprat IIIHM st mogysst o6'emuoro ctucky (ael bulk modulus vrh)

RMSE (IMa)
HOpM. HaBYyansHa subipka 0.009687
HOpM. NepesipoyHa BUBipKa 0.028370
AeHOpM. HaBuyanbHa Bubipka 4,202515

AeHOpM. nepeBipodYHa Bubipka 12.307785

MAE (I'Ma) R2
0.007056 0.996621
0.018479 0.973639
3.060962 0.996621
8.016707 0.973639

Tabnuis 1 Pe3ynbpratu HaBYEHOT HEHPOHHOT Mepesxi JIsl MPOTHO3yBaHHs: Moayst
00’€MHOT0 CTUCKY

Ownbka
R2

MAE Ta RMSE

R2 (koedhinieHT aeTepmiHaLii)

0.175 1 ——- MAE no nepesipoyHii Bubipui
—— RMSE no HaB4anbHIA subipui

0.150 4 ——- RMSE no nepesipoyHin subipui 0.8 1

0.125 | 0.6 4

0.100 + 0.4 4

0.075 A

0.050

, .
R L SR SRUPN Y, TN I W N

0.025

T, FRSTIY S |

0.000 =

—— MAE no HaB4anbHii BnBipui 1.0

0.2

0.0 4

(/v’e‘_’_ﬂ—.—‘wm ____________________________

—— R2 no HaB4a bHiiA BUbGipui
=== R2 no nepeeipoyHii Bubipui

Enoxu

T T T T T T
0 50 100 150 200 250
Enoxun

Pucynok 3 Jlunamika mommiok MAE, RMSE Tta R? mij yac HaB9aHHS Mojaei 1ist: Mo tyist
00’€MHOTO CTHCKY
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MAE Ta RMSE R2 (koethiuieHT neTepmiHaLi)
0.045 + S— -
\w —— MAE no HaByanbHiA Bubipui —— R2 no HaByYanbHiiA Bubipui
\ ——- MAE no nepesipo4HiiA Bubipui ——- R2 no nepesipoyHii Bubipui
0.040 "‘J’I“ —— RMSE no HaBuanbHii Bubipui 0.99 1
‘ﬂll |= I ——- RMSE no nepesipoyHii subipui
il F I
0.035 ot ! 1 0.98 -
W 5}{,‘\ A '
0.030 ’ I“'"'&‘-ww‘ﬁ' )
10307 <7t v‘m- i I“ll,, 0.97 A » ~ pot
g AR A W W
=} ] ¥ |\,l 1]
= \ ,t'i !
= 0.025 3 ’ I u\.l'h 0o '
s | : 0.96 - = !
.
Wb # A "‘ 1
0.020 1 - “’\‘ edds \uj!*u‘”'\“:u"n 0.95 i
0.015 +
0.94 4
A
0.010 al
L
0.93 1
T T T T T T T T T T
50 100 150 200 250 50 100 150 200 250
Enoxu Enoxu

Pucynok 4 JIlunamika moxub6ok MAE, RMSE Ta R? miyx yac HaBuaHHs Mozei (3 BiACIKaHHS

nepmux 10% emnox) mist: Monyis 06’€MHOTO CTUCKY

4.2) Pesynpratu IIHTHM st Moyt 3cyBy (ael _shear modulus_vrh)

RMSE (I'Ma)

HOpPM. HaB4yaneHa 61bipka 0.001441
HOpM. NepesipodYHa BMbIpKa 0.008982
AeHOpPM. HaB4YanbHa BMOIpKa 0.758221

AeHOopM. NnepeBipodHa Bubipka 4.724371

MAE (ITla) R2

0.001106 0.999736
0.004697 0.992371
0.581699 0.999736
2.470595 0.992371

Tabnuis 2 Pe3ynbratu HaBYEHOT HEHPOHHOT Mepeski /Uit MPOTHO3YBaHH: MoayIst 3CyBY

MAE Ta RMSE
0.016 L F—
\ —— MAE no HaByabHii BUOipUi
'..‘ —=—- MAE no nepesipo4Hii subipui
0.014 l“ —— RMSE no Has4yanbHiA BMbipUi
-\\}I“ s : ——- RMSE no nepesipouyHin Bubipui
i
0.012 A it
AT |
Ry \\.;‘lu, 2 Ao M :
0.010 A (EY . i ,
i (] 'N LA OSE W YR T
2 \
s
3 0.008 4
Qo
0.006 | ! {', L o
W '\-.N *I".,'\"‘,"‘;l.,q ‘a))_:'\
0.004 +
0.002 4
T T T T T
50 100 150 200 250
Enoxu

R2 (koedilieHT geTepmiHaLii)

1.000 A
0.995 4
4 et
0.930 L J‘ [RLW ”"\\"“l"l""fi'“‘{‘l\' v
w Iy [}
g W ‘ !
0.985 w'.';“.’ !f {
il‘il i
Al
g
0.980 - '},'«
!
i
0.975 ;""
1
]
)
1}
0.970 + H —— R2 no HaB4abHii BuGipui
! === R2 no nepeeipoyHii Bubipui
T i T T T
50 100 150 200 250

Enoxun

Pucynok 5 Jlunamika moxun6ok MAE, RMSE Ta R? mix yac HaB4aHHs Moiei (3 BIICIKAHHIM

nepumx 10% enox) misa: Moaysst 3cyBy

4.3) Pezyneratu IHTHM st monynst FOnra (ael youngs modulus vrh)
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RMSE (MMa) MAE (ITla) R2

HOpM. HaBuyansHa Bubipka 0.002703 0.002125 0.999262
Hopm. nepesipodyHa Bubipka 0.009264 0.004970 0.993229
AeHOpM. HaeuyanbHa Bubipka 3.026358 2.379715 0.999262

AeHopm. nepesipoyHa Bubipka 10.373141 5.565404 0.993229

Tabmuus 3 PesynpTaT HaBUeHOT HEHPOHHOT MEpeXi I MporHo3yBaHHs: Mosyins FOunra

MAE Ta RMSE R2 (koedilieHT geTepmiHaLii)
0.016 1 —— MAE no HaB4a/bHiil Bubipui 1.000 7
‘|¢ —=—- MAE no nepesipo4Hii subipui
0.014 1 l“i —— RMSE no HaBHaanlﬁrBuﬁlpul
"l| ——- RMSE no nepesipouyHin Bubipui 0.995 4
hq
0.012 1 M |l, L on {‘M
R Y A ]
““‘d"ql:,* '|‘ i T ’n"\’llvﬂ"l “M.‘“I"r, W if‘l 'ill
g 00107 WA, ey e ,h;'\ ,l‘.'fu"\w L S P e 0.990 ',n'ﬂ." LAl i
2 0 VNN LR ey ay B r'ﬁ:\lf"l I'
2 o [} i ]
| i
2 0.008 - .".;f‘
0.985 pny
IIJ
0.006 l‘n 1 h t';, i o
Wt ! ] I . <l
1 "\'" W U A"""‘i.'"""u le.'-*.'!wwl‘m'- "
0.004 1 0.980 + ,f !
¥ — e
:' —— R2 no HaB4a bHiiA BUbGipui
0.002 + ! === R2 no nepeeipoyHii Bubipui
T T T T T 0.975 T T T T T
50 100 150 200 250 50 100 150 200 250

Enoxu Enoxun

Pucynok 6 Jlunamika moxu6ok MAE, RMSE Ta R? mij yac HaB4aHHS MOJIe (3 BiCIKAaHHAM
nepmux 10% enox) mis: Monynsa FOnra

4.4) Pesynpratu IIIHM st koedirienta [Tyaccona (ael poisson_ratio)

RMSE ((Ma) MAE (ITla) R2

HOpM. HaBYyansHa eubipua 0.009835 0.007360 0.987017
HopM. nepeeipodyHa BMbipKa 0.029702 0.020063 0.883967
AeHOpM. HaeuyanbHa BuMbipKa 0.007156 0.005355 0.987017

AeHopmM. nepesipodHa Bubipka 0.021610 0.014597 0.883967

Tabnuus 4 Pe3ynprat HaBUeHOI HEHPOHHOT Mepeki s nporHo3yBaHHs: Koedimienra
IIyaccona

MAE Ta RMSE R2 (koedpiLlieHT neTepmiHaLii)
1.00 A
I —— MAE no HaBuyanbHil BuBipui
0.05 41 —=-- MAE no nepesipouHiii Bnbipui
1 —— RMSE no HaBuyanbHii Bubipui 0.95 4
“ : —=—- RMSE no nepesipo4Hiin Bubipui
wWh
0.90 4
0.04 - Nk R e
Il ! I"‘ P\, . v”’\ﬁ'“ AR e |',"‘J“P‘l‘ W tﬂ
H w“"\’u‘m '4" 0.85 - o u" hiLL]
! ~nh
a2 4 L"‘“l‘l."lrﬂ‘ ‘l.,&,\ - i " I" i /"i
‘2 0.03 A N ‘*" WA RFLANIN T o
= 0.80 ,‘.u
s ! "!
'\‘w"'{ '\Jv il
) m‘,nn}“"' y "‘5}'\ b 0.75 ,;,’u
0.02 M “a'\o\.".f“..,ﬁuu« I H
0.70 -1
1
1
1
0.01 4 0.65 1 : —— R2 no HaBy4asbHiia BrbipUi
1 ——- R2 no nepesipo4Hiin Bubipui
T T T T T T T T T T
50 100 150 200 250 50 100 150 200 250
Enoxu Enoxu

Pucynok 7 Junamika moxu6ok MAE, RMSE Ta R? nig yac HaBuanHs moneni (3
BiJcikaHHAM nepmux 10% enox) mist: Koedimienra [lyaccona
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Monens mpoieMOHCTpyBaJia CTabiIbHI pe3yabTaTH. BUSBIICHO MiKaBY OCOOIHMBICTH: OJTHA 3

MAaIllMHHUX O3HaK (kinbkicmb_sioep CPU @y31a) B IOJI0BUHI BUIAKIB IPOSIBIISETHCS BAXJINBOIO

yepe3 nodiuny kopessimiro B 6a3i AFLOW, ane iHmi B TOni BaXKJIMBUX O3HAK Tak ceOe He
HPOSIBIISIIOTH, BOHM MAIOTh 3aBXK/IHM X0U SKUIChH B IUIMB II0 O3HAYAE: YEPe3 1[I0 03HAKY MOKHA

BUSIBIISATY O3HAKH, BiJl IKUX HACIIPABJIi HE 3aJI€KaTh apaMeTpPH, a SKi € JIUIIEe KOPESIIsIMU puc 8.

e e
BibpauiinHa_sinbHa_eHepria_koMipku_AGL 300K
napameTp_lpioHai3eHa AGL
KINbKICTb_K-TOYOK_ANS_30HHOI_CTPYKTYpU
aTOMHUIA_06'eM
KOMMOHEeHT_TeH30pa_Hanpy»eHb_6
TemnepaTypa_[lebas_AGL
Tennoee_po3swnpeHHa_AGL_300K
eHTanbnia_yTeopeHHs CCE 300K komipka
KOMMOHEeHT_TeH30pa_Hanpy»eHb_2
eHTanbnis_KOMipKK
eHTanbnis_ytsopeHHs_CCE_OK_Ha_aTom
BibpauinHa_BinbHa_eHepria_Ha _aTom AGL 300K
KinekicTe_saep_CPU_sy3na
aKycTuyHa_temnepaTypa_llebas_AGL
eHTaNbnif_yTBOPEHHA_Ha_aToM
reoMeTpif_opuriHanoHa_3

Pucynox 8 300pa)keHHS SIK B IOJIOBHHI BUMNAIKIB KUTbKicTh_simep CPU Byzna mae 0 BIutuB Ha
pe3ysbTaTy.

5. Ananitiuni popmynu Ta nopiHsHHS 3 [IITHM
Mix napamerpamu K, G, E, v icHyt0Tb BiIoMi aHaJIITU4HI CHIBBIAHOIIEHHS. byIo
POTECTOBAHO MOXKJIMBICTh OOYHMCIIOBATH OJIHI BIACTHBOCTI Yepes3 IHII.

BuchHoBok:
. y 80% BumaakiB GOpMyIH 1al0Th CYTTEBO TipITy TOYHICTh, HIK IPSIMe
nporrosysanHs [ITHM;

RZ

napameTep RMSE MAE

LUHM_Moaynbs_oBemHOro_cTUCRyY
10.152
1E+06

PospaxyHok Mogyns_obemHoro_ctucky 3 KJHra Ta nyaccoHa
7E+06

PospaxyHok Mogyns_oBemHoro_ctucky 3 KOHra Ta scysy

PospaxyHok Mogyns_oBemHOro_cTUcKy 3 NyaccoHa Ta 3CyBy

LWHM_Mogyne_scysy

PoszpaxyHok Mogynb_3cysy 3 HKOHra Ta nyaccoHa
PoszpaxyHok Moaynbs_scysy 3 KOHra Ta o6em. cTUCRy
PospaxyHok Mogynb_scyBy 3 nyaccoHa Ta obem. cTUCRy
WHM_ Mogyne HHra

PoszpaxyHok Mogyne HOHra 3 nyaccoHa Ta 3cyBy

7.5217
PozpaxyHok Moayne_HOHra 3 nyaccoHa 1a oBem. CTMCRY

PoszpaxyHok Moayns_HOHra 3 oBem. CTUCKY Ta 3CyBY 11.639

LUHM_KoediujieHT _nyaccoHa
PospaxyHok KoediuieHT_nyaccoHa 3 KOHra Ta oBem. cTMCKy

PozpaxyHok KoediuieHT_nyaccoHa 3 HOHra Ta 3cyBy
0.0196

PoszpaxyHok KoediuieHT_nyaccoHa 3 oBem. CTUCRY Ta 3CyBY

Tabmuus 5 [Iporno3osani pesynbrati LLIHM Ha BamigamiifHux JaHUX Ta pe3ysbTaTH

MOXHOOK sIK1 po3paxoBaHi 3 iHIMX AaHuX Bia [IIHM (moxigHi BenmndmHu, 00UHCIICH] Ha
ocHoBI1 nporHo3iB [ITHM)

Tomy noGynoBa 101aTKOBOT «5-1» HEHPOHHOT Mepexi, sika MPOrHO3YE OJTHI
XapaKTEPUCTUKU Yepe3 1HIII, BUSBHIIACS HEOIUIHHOO.
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6. [lepeBipka Ha TeCTOBIH BHOIpIIi

Pe3ynbraTy nmpakTUUHO 301Tar0ThCs 3 BT IAIHHUMU — 11€ CBIIYUTH IIPO:

. BIJICYTHICTh IIepEHaBUAHHS,

. MIpaBUJIBLHY MOOYIOBY apXiTEKTYypPH,

. KOPEKTHICTb PO3MOALTY JaHUX.
napametep RMSE MAE R?
LUHM_ Moayne oBemHoro _cTtdcry 17.2794349 9.219591 0.950169
LUHM_Moaynb_3cysy 5.42415971 2.913621 0.989983
LWHM_Moayns_HHra 8.85931289 5.287497  0.995131
LLIHM_KoediuieHT_nyaccoxa 0.02042382 0.014357, 0.88748

Tabmuis 6 pesynapratu moxuo6ok [ITHM Ha TecToBiit BHOipIIi

7. opiBHsHHAS 31 cTarTero [1]

OTtpumani MoJieJi oKa3aJld 3Ha4HO MEHIIY MOXUOKY M0 MOJYJIIO 3CYBY, HIXK OITyOJIIKOBaH1
B ICHYIOYii po0OTI, aje OLIbITy MOXHOKY IO MOYIIF0 00’ €MHOTO CTHCKY, 110 MOXKE CBIIYUTH PO
Te, 110 B IXHIN poOOTI BUKOPUCTOBYBAJIM Ba)IMBI JIaH1, sIKi B HalIii poOOTi HE 3aCTOCOBYBAIIHCS.

" Model Target RMSE (GPa) MAE (GPa) R?
HGBR  Bulk Modulus (B) 9.664 6.11 0.980
Shear Modulus (G) 12.933 8.00 0.931
LGBR  Bulk Modulus (B) 12.965 8.00 0.931
Shear Modulus (G) 13.494 8.62 0.920
Tabnuus 7 pe3ynbratu ctarti [ 1]
BUCHOBKM.
1. [ITHM He nepeHaB4arOThCs HAa IbOMY HAOOP1 JaHUX, 110 BKa3ye Ha MOro 3HaYHUI
o0csT Ta pi3HOMAaHITHICTb.
2. AxruBaris Sigmoid gae aHaOTIUHI pe3ysIbTaTH, ajie HABYAETHCS CYTTEBO JIOBIIE 32
RelLU.
3 301IbIIIEHHS PO3MIPY MEPEXK1 3a BIACYTHOCTI IEpeHaBYAHHS TT1BUIIYE TOYHICTb.
4. Menmmii batch size nokpariye TOUHICTb, ajle YIOBUIbHIOE HABUAHHS.
5 Bukopucranns Batch Normalization 3 ReLU noripirye pe3yibTaTu.
6 Dropout y 11oMy 3aB1aHH1 HeOa)kaHUI — BIH CYTTEBO MOTIPIIY€E TOYHICTb.
7. Bubip ontumizaropa (Adam, RMSProp, SGD+momentum) He KpUTHYHUI —

Mozei cTablibHi.

8. Jeski TexHiuH1 napamerpu (KuibkicTsb siep CPU To110) MaroTh ICEBAOBILINB, 1110
OB s13aHO 3 Kopensiieto Beepeauni 6azu AFLOW, a He 3 Gpi3u4HUM 3MiICTOM.

CIIMCOK ITOCHUJIAHD.

[1] Isah L, King’ori G., Malloum A. Predicting Superhard Materials Using Machine Learning. 2022.
https://www.researchgate.net/publication/365926209 PREDICTING_SUPERHARD_MATERIALS

USING_MACHINE_LEARNING
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awRMAQnHUKk

Y JIK 004.896:681.5

Copoxka M.O., Bimrak 1.B. (Binnuybkuti HayionanvHutl mexuiyvHut yHigepcumem, Binnuys,
Ykpaina).

ONTHUMI3ALSA IIAPAMETPIB IIOCAJIKA HEPYXOMMX 3’€THAHb
MIIIIATTHAKIB KOYEHHS HA OCHOBI HEMPOMEPEKHO-EBOJIIOLINHNX
METO/IIB.

Anomauia. Y cmammi posenanymo 3acmocy8anns iHmeniekmyaibHux Memoois, 30Kpema wmyyHux
HeUPOHHUX Mepedc Ma aneopummie MauuHHO20 HABYAHHsL, OJia ONMuUMI3ayii pobomu pobomMu308aHux cucmem
Ha cyyacHux eupobHuuux nionpuemcmeax. Ocobaugy ysazy npudineHo 3adauvam Kiacugixayii ma
po3ni3nasants 00 ’€kmig, NIAHYBAHHA MPAEKMOPIl, OYIHIOBAHHA CMAHY MEXHIYHUX cucmem ma
npocHO3y6anHs napamempie pobomu obdaaonanns. Ilokaszano, wo GUKOPUCMAHHA MemoOié 21UOOKO20
HAGUaHHA 3a0e3neyye 8UCOKY MOYHICMb GUSHAYEHHS PODOYUX 30H, ONMUMIZAYII0 PYXY MAHINYIAmopie ma
niOBUWEHHST NPOOYKMUBHOCMI mexXHoI02iuHux npoyecie. Pozenanymo npuknaou 3acmocysanns CNN, RNN,
LSTM ma reinforcement learning y sadauax xepysanns pobomuszosanumu xomniexcamu. OOIPYHMOBAHO
HeoOXIOHicmb NiOBUWEHH a0anmusHOCmi poOomie 0ns pobOmu 8 YMOBAX HeBUSHAYEHOCMI ma 3MIHU
cepedosuya. 3anponoHo8ano CMPYKMypy IHMeNIeKmyanibHoi cucmemu KepyBaHHA, WO 6KIIOYAE MOOYIi
CEHCOPHO20 MOHIMOpuney, 06pobKU CUSHANI8, NPUUHAMMA piuleHb ma aKmueHozo KepyeanHs. Hasedeno
nepcneKmusyu po36UMKY IHMENeKMYAIbHUX BUPOOHUYUX CUCTeEM, 30KpeMma Y Hanpamkax poobomie-
Konabopamis, adanmueHux KOHMpoaepie ma 2iOpuoHuUx mooenetl, wo NOEOHYIOMb KIACUYHI Ni0Xoou ma
HeupoMepeHCcHi Memoou.

Kniouosi cnoea: pobomusoeani cucmemu, Mauwiunne HAGYAHHS, HEUPOHMI Mepedxci, Kepy8amHs,
IHMeNeKmyalbHi MexXHON02II.

Abstract. The article examines the use of intelligent methods, including artificial neural networks and
machine-learning algorithms, to optimize the operation of robotic systems in modern industrial environments.
Special attention is paid to object classification and recognition, trajectory planning, technical-state
evaluation and prediction of equipment performance. The study shows that deep-learning approaches
significantly improve the accuracy of workspace identification, motion optimization of manipulators and
overall productivity of technological processes. Examples of applying CNNs, RNNs, LSTM networks and
reinforcement-learning techniques to industrial robotic control tasks are presented. The need for increased
adaptability of robots operating under uncertainty and dynamically changing conditions is emphasized. An
architecture of an intelligent control system is proposed, including modules for sensor monitoring, signal
processing, decision-making and active control. The article outlines the prospects for further development of
intelligent industrial systems, particularly collaborative robots, adaptive controllers and hybrid models
combining classical and neural-network-based methods.

Keywords: robotic systems, machine learning, neural networks, control, intelligent technologies.

[TiAmMOHUKY  KOYEHHS € KIIOYOBUMH €JIEMEHTaMH MAIIMHOOYIIBHUX KOHCTPYKIIIH,
BU3HAYAIOYM TOYHICTh, HAQJIMHICT, 1 JOBTOBIYHICTh MeXaHi3MiB. Hepyxomi 3'eqHaHHSA
HiAMUITHAKOBUX KiJelb 3 BaJloM a00 KOPITyCOM 3/1HCHIOIOTHCS 3a JOMOMOTO0 MOCA0K 3 HATATOM,
AK1 MaroTh 3a0e3nedyBaTH HaAilHY (ikcaliio 3 MIHIMaJIbHUMH KOHTAKTHUMH HaNpyKEHHSMU Ta
cTaOUTbHICTIO TOYHOCTI oOepTanHsa [1]. HemoctaTHiil HATAr npu3BOAUTH J0 MIKPONPOBEPTAHHS
KUTbLS, BUKIUKAIOUM (DPETHHr-KOPO3i0 1 3HOC, a HAJAMIPHUN — /10 KOHIEHTpalil HamnpyXeHb 1
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ckopoueHHs g0BroBignocti [2]. Crangaptu ISO 286 i 10BiAKOBI TaOIHUII HE BPaXOBYIOTh KOMILICKCHY
B3a€EMOJIiI0 (PaKTOPiB, TAKUX SIK IIOPCTKICTh, XBHJIbOBA MOXKOKa Ta TeruioBi aqedopmarii [1].

PosrnsimaeTscst HepyxoMe 3'€IHaHHS 30BHILIHBOTO ITiIIMITHUKOBOTO KUIBLS 3 KOPITYCOM.
OCHOBHI TapamMeTpu: BHYTPIIIHIN TiaMeTp d;, 30BHIIIHIA giameTp d,, JiaMeTp oTBOpY Kopiycy Dy,
HOMIHAJILHUN HATAT MOCanKku Ar;y = d, — Dy, (MKM).

PeanpHa mocajkoBa MOBEPXHS BiIXHISETHCS BiJ 1I€ATHHOTO IMTIHIPA 32 PaXYHOK:

® [IOPCTKOCTI MoBepxHi R, (cepeane apudMeTHdHe BiAXUICHHS TPOQIII0, MKM);

® XBUJIbOBO1 NOXUOKH E,,,,, (aMIuTiTY1a 6araToOXBUILOBOI CKIIQ0BOT, MKM).

PamianpHuii mpodiib MOYKHA OMMCATH Y MOJIIPHUX KOOPAUHATAX SIK:
r(0) =1y + E,yqpcos(nb) + £(0),

1€ 7o — HOMIHAITBHUH pajiyc,

N — KiIBKICTh XBHJIb 110 KOJIY (3BHYaiiHO 3-5),

¢(0) — BunaakoBa CKIJIaJ0Ba HIOPCTKOCTI.

J1J11 TOBCTOCTIHHOTO IIMJTIH/IPA TTiJT I€F0 KOHTAKTHOTO TUCKY P, palliajibHi 0, Ta TAaHTeHIIAbHI
Op HAINPYXCHHSI BU3HAYAIOTHCS KIIACHYHUMU popmyiamu Jlame:

didip. (1 1
") =G E)
d2d?p. ( 1 1 )

=g e\B e

MaxkcuManbHi HanpyKeHHSI BUHUKAIOTh HA BHYTPIIIHIM MOBEpXHI 7 = d;:

2d2p.

09 max = -
=

Panianbna nedopmartiss BU3HAYAETHCS SIK:

14+v  d2d? (1 wvr
up(r) = (G+%)

E Peaz—az\r dz

ne E — monyns FOnra,
v — koediuieHt [lyaccona.
MakcuMasnbHe KOHTaKTHE HaIllpYKeHHs1 BU3HAYaeThes 3a popmyroro ['epra:

- )

)
IS P — HOPMAJIbHEC HaBaHTAXCHHSA Ha TiJ'IO KOYCHHA,
Er=-L

T 1-v2
p — IpUBEJIEHUH pajilyc KPUBU3HHU.
PanianbHe OUTTS BHYTPIIIHBOTO KUTbLSA Ayqp0ut BPAXOBYE XBHIBOBY MOXUOKY, nedopmartii 1

NOYaTKOBUH pafiabHUiA 3a30p G,

% 1/3
q,=0418<p

— NpUBEEHUI MOYJIb MPY’KHOCTI,

Arunout = Ewar + Auy + kg Gy,
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ne Au, — nedopmariis,
lfg — Koe(ilLlieHT BILIMBY 3a30pYy .
IMOBIpHICTh MIKPOIIPOBEPTAHHSA Py, OLIHIOETHCS SIK:

2M gt )

Pyip=1— -
stip exp( ud,bped, /2

ne M,,; — 30BHINIHINA KPYTHUI MOMEHT,

U — KOeIIiEHT TepTsl Y MOCAIII],

b — mmpuHa KiJbIIs.

bazoBa po3paxyHkoBa 10BroBiuHicTh 3a ctangaaprom SO 281 [3]:

I p
Lip = (F) X 10° o6eprTis,

ne C — guHaMivHa BaHTAKOII1 A OMHICTb,
P — exBiBaJIeHTHE HaBaHTAXXEHHS,
p = 3 A KyJIbKOBUX MiJIIUIHUKIB. MoauQikoBaHa 10BIOBIYHICTb:

L1o,moa = @1a1s0L10,

1€ aq, Ajso — KOePIIEHTH HAMIIHOCTI 1 YMOB €KCIUTyaTallii 3 ypaXxyBaHHSAM MTOCAIKH.
PosmupenHs netanei npu migBUIICHHI TEMIIEPATypH:

Atemp = a(Top — Tamp)do,

1€ & — KOeQIIIEHT TETJI0BOTO PO3IIUPEHHS,

T — poboua Temmepatypa,

Tamp — TEMIIEPATYpa HABKOJIMIITHHOTO CEPEIOBHIIIA.

JJ1s KOMITJIEKCHOI OLIHKHU SIKOCTI 3'€/IHaHHS BBEIEHO OaraTOKpUTepiabHUM (hyHKIIOHA:

_ R A A a1
] = w0y t+ W2Pslip + W3Arunout + W4L10'

ne Koe(ilieHTH MO3HAa4Yal0Th HOPMOBAHI 0€3pO3MipHI BEIMYUMHH, W; — BaroBi KOeQillleHTH
(0,3; 0,3; 0,2; 0,2 BiAMOBIAHO).

OrnTumizallio MpoBeJICHO FTEHETUYHUM aJTOPUTMOM 3 JIIMCHUM KOJyBaHHSM MapaMeTpiB O =
(Afits Rg) Eyay) 3 TOYATKOBOKO TIOMyJIsANi€r0 50 iHAMBIIB, TypaMu CENEKILii, KpOCOBEPOM i MyTali€cro
[3,4].

OnTuManbHI HapaMeTpH, sAKi 3a0e3nednsin MiHiMizalio QyHKIioHay J:

A% = 58 MM, Ry = 0.35 MM, Ey,q, = 0.6 MKM.
[TopiBHSIHO 3 MOYAaTKOBOIO KOH(Irypami€ro, 3HWKEHHS KOHTAKTHUX HampyxXeHb Ha 22%,
HMOBIPHOCTI MIKpOIpOBEepTaHHS Ha 56%, MOKpalleHHs: TOYHOCTI oOepTanHs Ha 35% 1 30UIbIIEHHS
nosrosiyHocTi Ha 28%.
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