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I. загальні положення

Вступне випробування проводиться з професійно-орієнтованих дисциплін, а саме: «Моделювання складних систем», «Методи оптимізації та дослідження операцій», «Організація баз даних та знань», «Методи штучного інтелекту», «Теорія прийняття рішень».

Розділи дисциплін, які виносяться на вступне випробування, наведені далі.

II. Зміст професійно-орієнтованих дисциплін

II.1«Моделювання складнихсистем»
Мета дисципліни «Моделювання складних систем» – вивчення студентами методів моделювання поведінки об'єктів, що характеризуються складною, динамічною природою, для підвищення ефективності їх функціонування. У програму включені питання, що висвітлюють суть системного підходу до вивчення складних динамічних об'єктів, особливості моделювання і управління такими системами, використання методів аналізу і синтезу, що забезпечують оптимізацію їх характеристик.

В результаті вивчення курсу студент повинен знати:

· характеристику технічних, економічних, соціальних об'єктів як складних динамічних систем;  

· методику моделювання поведінки складних систем;

· суть, основні принципи, фази управління системами;

· методику і основні моделі аналізу складних систем: детермінованих і стохастичних;

· методику і основні моделі синтезу складних систем.

Студент повинен вміти:

· визначати основні характеристики, структуру та функції технічних, економічних та інших об'єктів як складних систем;

· представляти різні об'єкти як системи керування, виділяючи суб'єкт і об'єкт керування, впливи, що управляють та обурюють, цільову функцію керування тощо;

· аналізувати поведінку системи як детермінованого об'єкта на основі моделей множинної регресії, обґрунтовуючи вибір рівняння зв'язку методами математичної статистики;

· вивчати функціонування системи як стохастичного об'єкта з використанням апарату теорії масового обслуговування;

· оптимізувати параметри системи за заданим критерієм, використовуючи детерміновані та стохастичні моделі.

II.2  «Методи оптимізації та дослідження операцій»
Мета вивчення дисципліни – оволодіння прикладними методами дослідження операцій, формування в них теоретичних знань і практичних навичокщодо створення математичних моделей, пошуку екстремуму функцій, використання методів та алгоритмів оптимізації за допомогою обчислювальної техніки, що дозволяють встановлювати зв’язки між строгими математичними дослідженнями і практичними задачами прийняття рішень.

Студенти повинні знати:

- основи лінійного програмування, 

- методи вирішення задач дискретного програмування, 

- елементи теорії нелінійного програмування, 

- основи динамічного та стохастичного програмування, 

- методи багатокритеріальної оптимізації тощо. 

Студенти повинні вміти:

- будувати математичні моделі задач лінійного, дискретного, нелінійного, динамічного програмування, 

- проводити аналіз задач дослідження операцій, 

- застосовувати для вирішення задач дослідження операцій мови програмування (Паскаль, Сі тощо).
II.3 «Організація баз даних та знань»
Мета дисципліни – вивчення принципів системного аналізу предметної області; формування теоретичних знань та практичних навичок використання інструментарію для проектування і розроблення додатків систем баз даних і знань.
В результаті вивчення дисципліни студенти повиннізнати:

· принципи інформаційного моделювання предметної області;

· принципи побудови моделей даних, структуру реляційної моделі;

· основи побудови оптимальної структури таблиць та зв’язків в реляційній базі даних із застосуванням методу нормалізації;

· теоретичні питання обробки даних та принципи розроблення додатків баз даних і знань;
· основи побудови запитів до баз даних;

· структуру і функціональні можливості систем управління базами даних (на прикладі СУБД Access);
· принципи здійснення паралельних операцій над базами даних.
Студенти повинні вміти:

· проводити ERD-моделювання інформаційних моделей предметних областей та одержувати попередні набори відношень по правилам висновку;
· вдосконалювати реляційні моделі даних засобами нормалізації;
· реалізовувати схеми баз даних і алгоритми обробки даних за допомогою засобу розроблення додатків Borland Delphi / Lazarus;

· розробляти інтерфейс користувача (екрани запровадження даних і запитань до БД, звіти), забезпечувати надійність функціонування систем.

II.4 «методи штучного інтелекту»
Мета – формування теоретичних уявлень про технологію прийняття рішень з використанням засобів і методів штучногоінтелекту, набуття практичних навичок щодо розробки і використання інтелектуальнихсистем в різних прикладних областях.
Студент повинен знати:
· сучасні інтелектуальні технології й найбільш перспективні прикладні сфери їх застосування;

· знати основні методи розробки інтелектуальних інформаційних систем і специфіку актуальних проблемних областей.
Студент повинен вміти:

· працювати з різними моделями представлення знань й обґрунтовувати вибір тієї або іншої моделі залежно від характеру задачі й специфіки вирішуваних завдань;

· компонувати структуру інтелектуальної прикладної системи;  

· працювати з основними інструментальними засобами проектування інтелектуальних систем.
II.5 «Теорія прийняття рішень»
Метою викладання дисципліни є вивчення теоретичної бази процесу, алгоритмів та процедур прийняття рішень. Дисципліна спрямована на вироблення у студентів теоретичних і практичних навичок побудови алгоритмів прийняття рішень та майбутньої розробки на цій основі автоматизованих інтелектуальних систем прийняття рішень.

Задача курсу – зрозуміти та засвоїти математичний та логічний апарат процесу прийняття рішень в умовах існування певних обмежень.

Виходячи з мети дисципліни, студент по закінченню курсу повинен вміти:
· приймати рішення з використання того або іншого методу з низки існуючих процедур прийняття рішень;

· в необхідних випадках розробляти свої оригінальні алгоритми розв’язання задач;

· оцінювати ефективність застосування альтернативних елементів математичного забезпечення при розв’язанні конкретних задач прийняття рішень;

· оцінювати ефективність обраного рішення з низки наведених альтернатив;

· обирати оптимальне рішення в умовах багатокритеріальності та накладених обмежень.

III. Питання для підготовки

IiI.1«Моделювання складнихсистем»
Теоретичні розділи 

1 Основні положення теорії систем:  [7] – с. 54-106;   [8] – с. 15-45;  [9] – с. 22-45 ; [15] – с. 24-80 ; [16] – с.  9-20, 75-85.

2 Моделі аналізу систем:  [8] – c.46-84, 112-157; [9]; [10]; [11] – с. 64-74,111-154; [12] – с. 140-214, 237-262, 392-475, 495-510; [15]; [16] – с.  38-44, 75-104.
Практичне завдання

1 Побудувати множинну лінійну регресійну модель оцінки собівартості продукції виробничого підрозділу. Та розрахувати основні статистичні оцінки. Оцінити якість підбора моделі.
2 Розрахувати імовірнісні характеристики виробничого процесу із застосуванням ТМО на прикладі одноканальної системи масового обслуговування.

3 Розрахувати імовірнісні характеристики виробничого процесу із застосуванням ТМО на прикладі багатоканальної системи масового обслуговування.

ІII.2  «Методи оптимізації та дослідження операцій»
Практичне завдання

1. Визначити характер екстремуму функції f(x1, x2, x3) в стаціонарній точці Х*;

2. Знайти мінімум функції f(x) в інтервалі [a; b] методом сканування з точністю ε;

3. Знайти екстремум функції f(x) в інтервалі [a; b] методом дихотомії з точністюε и параметром методу δ;

4. Знайти екстремум функції f(x) в інтервалі [a; b] методом золотого перетинуз точністю ε;

5. Для функції f(x) заданіточки x1, x2, x3відповідні їм значення функції f(x1), f(x2), f(x3). Знайти екстремум функціїf(x) методом оцінки з використанням квадратичної апроксимації;

6. Знайти екстремум функції f(x) методом Ньютона-Рафсона. Початкова точка Х0, мінімальний крок γmin;

7. Знайти екстремум функції f(x) в інтервалі [a; b] методом Больцано. Параметр збіжності ε;

8. Знайти екстремум функції f(x) в інтервалі [a; b] методом хорд. Параметр збіжності ε;

9. Знайти екстремум функції f(x1, x2) методом покоординатного спуску. Початкова точка Х0, крок γ;

10. Знайти екстремум функції f(x1, x2) градієнтним методом із змінним кроком. Початкова точка Х0, початковий крок γ0, мінімальний крок γmin;

11. Знайти екстремум функції f(x1, x2) при h(х1, х2)= 0 методом множників Лагранжа. 

III.3 «Організація баз даних та знань»
Теоретичні розділи

1. Компоненти для роботи з базами даних у середовищі створення СУБД: [1], c.56-72, [2], c.505-634, [3], c.255-314.

2. Навігаційний спосіб роботи з даними сортування, навігація, фільтрація, пошук, модифікація: [1], c.56-72, [2], c.505-634, [3], c.255-314.

Практичне завдання

Загальне завдання:

За допомогою засобу розробки СУБД створити програмний засіб для роботи з базою даних, який повинен мати головне меню та кнопки для створення та обробки бази згідно індивідуального завдання.
Завдання для обробки бази даних:

По наведеної в таблиці предметній області розробити базу даних, основуючись на реляційній моделі даних. Для цього:

1. Визначити ключові елементи даних.

2. Послідовно привести дані к 1НФ, 2НФ и 3НФ.
3. Нормалізувати відносини між об’єктними множинами.

4. Побудувати  схему даних.

5. Заповнити таблицю даними (5 значень).

Автосервіс


По наведеної в таблиці предметній області розробити базу даних, основуючись на реляційній моделі даних. Для цього:

1.
Визначити ключові елементи даних.

2.
Послідовно привести дані к 1НФ, 2НФ и 3НФ.

3.
Нормалізувати відносини між об’єктними множинами.

4.
Побудувати  схему даних.

5.
Заповнити таблицю даними (5 значень).

iII.4 «методи штучного інтелекту»
Практичне завдання

1. На мові Prolog створити програму, що реалізує довідник авіарейсів. У довіднику міститься наступна інформація про кожен авіарейс: номер рейсу, пункт призначення і час вильоту. Завдання: інформацію про літаки, що вилітають щодня не пізніше вказаного часу.
2. На мові Prolog створити базу даних, що містить дані про співробітників підприємства: прізвище, посада, рік прийому на роботу. Завдання: вивести на екран співробітників, чий стаж роботи складає не менше 20 років.

3. На мові Prolog створити базу даних, що містить дані про фінансовий стан підприємства: назва підприємства, об'єм продажів в рік в грошовому виразі, рентабельність. Завдання: вивести на екран підприємства, чиї обсяг продажів більше 10 млн. в рік.

4. На мові Prolog створити базу даних, що містить наступну інформацію про підприємство: назва підприємства, прибуток від реалізації продукції, собівартість виробництва продукції. Завдання: вивести інформацію про підприємства, рентабельність виробництва продукції яких складає від 10% і вище.

5. Виконайте нормалізацію вхідного сигналу 
[image: image2.wmf]X

 нейронної мережі за допомогою мінімаксного перетворення. Виділите реперні приклади множини.
6. Виконайте інтерпретацію вихідного сигналу 
[image: image3.wmf]Y

 нейронній мережі, якщо відомо, що еталонний вихідний сигнал в навчальній вибірці був нормалізований за допомогою мінімаксного перетворення в діапазон [0;1]. Мінімальне значення еталонного вихідного сигналу складає (-50), максимальне – (100).
7. Зобразите структурну схему персептрону для освоєння навчальної множини, що складається з 200 прикладів. Кожен приклад містить 4 вхідних поля і 3 вихідних. Обґрунтуйте вибір архітектури мережі.
8. Визначте вихідний сигнал двоїчного персептрону з архітектурою 2-3-2 при подачі на вхід вектора 
[image: image4.wmf]Х

 = (-3;1). Вагові коефіцієнти і пороги нейронів задані.
9. Визначте вихідний сигнал мережі зустрічного поширення з архітектурою 3-2-2 при подачі на вхід вектора 
[image: image5.wmf]Х

 = (1;3;2). Вагові коефіцієнти нейронів задані. 
10. Визначте вихідний сигнал RBF-мережі з архітектурою 2-3-2 при подачі на вхід вектора 
[image: image6.wmf]Х

 = (-3;1). Вагові коефіцієнти і радіуси нейронів задані.
iII.5 «Теорія прийняття рішень»
Практичне завдання

1. На основі статистичної оцінки ризику визначити найменш та найбільш ризикований економічний проект.
2. За допомогою дерева рішень визначити оптимальну стратегію поведінки суб’єкта господарювання в умовах ризику. Визначити очікувану цінність точної інформації.

3. Прийняти оптимальне рішення в умовах: 1) гарантованого результату; 2) використовуючи апріорні ймовірності; 3) ризику (побудувати матрицю ризику).
4. Прийняти оптимальне рішення в умовах багатоваріантності та інформаційної невизначеності, використовуючи нормалізацію, принцип врахування пріоритетів та критерій згортки.
5. Провести ранжирування параметрів інформаційної системи, використовуючи метод одномірного шкалювання для обробки експертної інформації.
6. При закріпленні розробників комп'ютерних програм за виконанням поставленої задачі була визначена матриця ефективності. Знайти оптимальний план закріплення, який максимізує сумарний ефект. Врахувати мможливість закріплення одного програміста за розробкою тільки одного програмного продукту.
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V. критерії оцінки з проведення вступного випробування
Кожний білет містить 5 завдань з різних дисциплін, кожне з яких оцінюється в 20 балів і перевіряється викладачем, відповідальним за дану дисципліну, незалежно від інших. По кожній дисципліні розроблені свої критерії оцінювання знань, умінь і навичок, які наведені нижче. 

Підсумкова оцінка визначається простим підсумовуванням оцінок за всі завдання і переводиться в національну та ECTS-шкалу згідно зі стандартною схемою (90-100 - «А» - відмінно і т.д.).
V.1«Моделювання складних систем»
Завдання оцінюється в такий спосіб: 

Тип 1. Побудова детермінованої моделі
	Дія
	Бали

	Побудова і реалізація в математичному пакеті детермінованої моделі задачі
	5

	Розрахунок критеріїв точності моделі та отримання правильного кількісного результату 
	10

	Формулювання підсумкових висновків по задачі
	5

	Разом:
	20


Максимальна підсумкова оцінка в 20 балів виставляється, якщо студент

· правильно склав і реалізував лінійну модель множинної регресії в математичному пакеті (5 балів)

· правильно зробив розрахунок критеріїв точності моделі і отримав правильний кількісний результат (10 балів);

· сформулював висновки по задачі (5 балів).

Кожна допущена при виконанні завдання помилка призводить до зняття одного або декількох балів.

Помилки при отриманні чисельного рішення в математичному пакеті:

· неправильний вид моделі - 2 бали;

· відсутність одного з критеріїв точності - 2 бали;

· неправильно введена формула з розрахунку критерію точності - по 1 балу за кожну помилку .

Введення і роздруківка умов задачі не оцінюється балами.

Роздруківка реалізації задачів математичному пакеті обов'язкове.

Тип 2. Завдання з систем масового обслуговування
	Дія
	Бали

	Побудова і реалізація в математичному пакеті задачі (розрахунок характеристик СМО) 
	10

	Аналіз отриманих результатів
	10

	Разом:
	20


Максимальна підсумкова оцінка в 20 балів виставляється, якщо студент

· правильно склав умови задачі і провів розрахунок у математичному пакеті (10 балів);
· правильно проаналізував отримані результати (10 балів).

Кожна допущена при виконанні завдання помилка призводить до зняття одного або декількох балів.

Помилки при отриманні чисельного рішення в математичному пакеті:

· неправильно сформульовані вихідні дані - по 1 балу за кожну помилку;

· відсутність однієї з характеристик СМО - 1 бал;

· неправильно введена формула з розрахунку характеристик СМО - по 1 балу за кожну помилку.

Введення і роздруківка умов задачі не оцінюється балами.

Роздруківка реалізації задачі в математичному пакеті обов'язкове.

V.2«методи оптимізації та дослідження операцій»
Студенту необхідно реалізувати поставлену йому задачу в будь-якому середовищі програмування. Для завдань, що передбачаютьне ітеративні розрахунки необхідно знайти рішення за формулами будь-яким способом. 

Завдання оцінюється в такий спосіб:
	Дія
	Бали

	Теоретичний опис виконання задачі (формули, пояснення і висновки)
	10

	Написання програмного коду та отримання правильного кількісного результату
	10

	Разом:
	20


Максимальна підсумкова оцінка в 20 балів виставляється, якщо студент демонструє нормальну роботу створеноїпрограми, і виконувані ним дії в точності відповідають завданням білету. Кожна допущена при виконанні задачіпомилка призводить до зняття одного або декількох балів:

· неповневиведення координат екстремуму - 2 бали;
· неправильно заданий тип змінної - 2 бали;
· помилка в інтерпретації результатів роботи програми - 6 балів;
· знайдене рішення не задовольняє заданій точності - 3 бали;
· математична помилка в описі формули - 4 бали;
· помилки в розрахунках , що призводять до неправильного результату - 9 балів;
· відсутність роздруківки результатів роботи за умови працездатності програми - 7 балів;
· груба логічна помилка при реалізації задачі - 9 балів;
· дрібна орфографічна або пунктуаційних помилка, що приводить до непрацездатності програми - 4 балів.
V.3 «Організація баз даних та знань»
Розробка програми для створення та обробки бази даних оцінюється наступним чином:
	Дія
	Бали

	Розробка бази даних, основуючись на реляційній моделі даних та  послідовне приведення даних к 1НФ, 2НФ и 3НФ.

Нормалізація відносини між об’єктними множинами.
	10

	Реалізація створених таблиць бази даних і її обробка згідно індивідуальним завданням
	10

	Разом:
	20


Максимальна підсумкова оцінка в 20 балів виставляється, якщо студент повноцінно розробив базу даних,  привів нормалізацію даних та реалізував ії засобами СУБД.  Кожна допущена при виконанні завдання помилка призводить до зняття одного або декількох балів :

· при проектуванні БД невірно визначено ключове поле – 10 балів;

· при проектуванні БД не було проведено нормалізації даних та не наведено три нормальної форми – 10 балів;

· відсутність перевірки даних на атомарність – 5 балів;

· невірно спроектована потужність стосунків між об’єктними множинами – 8 балів;

· невірно реалізована схема даних – 8 балів;

· не заповнені таблиці даними при реалізації в СУБД – 8 балів;

· при реалізації в СУБД не вірно обраний тип поля – 5 балів.
V.4 «методи штучного інтелекту»
Студенту необхідно реалізувати поставлену йому задачу в програмі Visual Prolog. Для завдань по нейромережним технологіям необхідно знайти рішення за формулами будь-яким способом. 

Завдання оцінюється наступним чином:
	Дія
	Бали

	Теоретичний опис виконання задачі (формули, пояснення і висновки)
	10

	Написання програмного коду та отримання правильного кількісного результату
	10

	Разом:
	20


Максимальна підсумкова оцінка в 20 балів виставляється, якщо студент демонструє нормальну роботу створеної програми, і виконувані нею дії в точності відповідають завданням білету. Кожна допущена при виконанні завдання помилка призводить до зняття одного або декількох балів:

· при реалізації програми використані не всі задані в умові змінні - 2 бали;

· неправильно заданий тип змінної - 2 бали;

· помилка в інтерпретації результатів роботи програми - 6 балів;

· змінна, визначена для умови відбору, зчитується з тексту програми, а не вводиться вручну - 3 бали;

· математична помилка в описі формули - 4 бали;

· помилки в розрахунках, що призводять до неправильного результату - 9 балів;

· відсутність роздруківки результатів роботи за умови працездатності програми - 7 балів;

· груба логічна помилка при реалізації задачі- 9 балів;

· дрібна орфографічна або пунктуаційних помилка, що приводить до непрацездатності програми - 4 балів;

· при формуванні бази даних використано менше трьох предикатів - 4 бали.
V.5 «теорія прийняття рішень»
Завдання оцінюється наступним чином:

	Дія
	Бали

	Теоретичний опис виконання задачі (формули, пояснення і висновки)
	10

	Отримання правильного кількісного результату
	10

	Разом:
	20


Максимальна підсумкова оцінка в 20 балів виставляється, якщо студент повністю описав процес виконання завдання з використанням формул (визначень, якщо необхідно), їх розшифровкою і кількісним поданням на основі вихідних даних. Також необхідна наявність правильної кількісної відповіді і виводу, щороз'яснюєїї.

Якщо завдання пов'язане з побудови дерева рішень, то необхідно правильне графічне представлення всіх його елементів.

Кожна допущена при виконанні завдання помилка призводить до зняття одного або декількох балів:

· відсутність одного елемента дерева рішень (блоку прийняття рішень, стратегії, ймовірностей, фінансових результатів реалізації кожної стратегії, неприйняття рішень). Знімається (10/m*n) балів, де m - число всіх елементів, n - число відсутніх елементів (n ≤ m) ;

· відсутність формул призводить до зняття (10/m*n)балів, де m - число всіх формул, n - число відсутніх (n ≤ m) ;

· відсутність графіків (де необхідно) призводить до зняття (10/m*n)балів, де m - число всіх графіків, n - число відсутніх (n ≤ m);

· відсутність необхідних кількісних дій (розрахунків) призводить до зняття (10/m*n)балів, де m - число всіх розрахунків, n - число відсутніх (n ≤ m) ;

· відсутність повних роз'яснювальних висновків призводить до зняття (10/m*n) балів, де m - число всіх необхідних висновків, n - число відсутніх (n ≤ m) .

Завдання можуть бути реалізовані студентами без використання ком - комп'ютерної техніки або з використання математичних пакетів. При виконанні в електронних таблицях необхідно надати листи з формулами. Вибір засобу реалізації завдання не впливає на оцінку.
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